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Introduction

The International conference on Applied Internet and Information Technologies is a traditional meeting
held every year, that sprouts out of collaboration between the University of Novi Sad, Technical Faculty
“Mihajlo Pupin”, Zrenjanin, Serbia and the University “St. Kliment Ohridski”, Faculty of Information
and Communication Technologies - Bitola, Republic of North Macedonia. The X111 Al1T2023 was held
in Bitola, Macedonia on which besides the participants from Serbia and Macedonia there
were researchers from Croatia, Bosnia and Herzegovina, Hungary, Finland, Russia, Turkey, Egypt,
India and Australia whose contribution was either as authors or as reviewers of the papers.

At the Conference were presented innovative findings in the field of information systems,
communications and computer networks, software engineering and applications, data science and big
data technologies, artificial intelligence, intelligent systems, business intelligence and IT support to
decision-making, data and system security, distributed systems, Internet of Things and smart systems,
embedded systems, computer graphics, IT management, e-commerce, e-government, e-education,
Internet marketing, and IT practice and experience.

The Conference chairs would like to express gratitude to the authors for their contributions and to
express special gratitude to the reviewers for their tremendous work done for selecting the papers with
their valuable comments and suggestions that contributed to improve the quality of the papers. Out of
more than 60 submitted papers, 51 were selected, presented at the Conference and are published in this
proceedings.

The work during the conference was organized in nine sessions: plenary session, five in-person oral
sessions, one video session and two poster sessions. During the conference, a round table with
participants from academic organizations and IT industry was successfully organized. The theme of the
discussions at the round table was "Strengthening the capacities of Faculty of ICT for the realization of
strategic cooperation with companies from the IT industry".

AIIT 2023 was very successful conference with fruitful exchange of experiences among the participants
reviving the hope of further strengthening a friendly environment after the pandemic crisis. We hope
that we will continue with the contribution to the further deepening the development of Internet and
information technologies research.

Conference chairs:

Kostandina Veljanovska, University “St. Kliment Ohridski”, Faculty of Information and
Communication Technologies - Bitola, Republic of North Macedonia (chair)

Eleonora Brtka, University of Novi Sad, Technical Faculty “Mihajlo Pupin”, Zrenjanin, Serbia (co-
chair)
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Abstract:

Considering the fact that when we talk about business, we talk about the realisation of
projects, projects have become an integral part of every enterprise. Also, regardless of the
area of application, every project today shares common characteristics with IT projects.
Therefore, IT projects also represent one of the mainstream topics among academic circles.
The landscape of IT project management is evolving in response to new technologies such as
the Internet of Things, Artificial Intelligence, Cloud Computing, etc. This paper addresses the
ways these technologies have influenced and improved existing methodologies and tools in
the field of IT project management, enabling them to adapt to these new possibilities. It also
provides a review of research studies which highlight the latest trends in the field of IT
project management.

Moreover, this paper offers insights into the real situation in project realisation, based on the
author’s own experiences.

The aforementioned may contribute to the improvement of the implementation of future
projects.

Keywords:

IT project management, Industry 4.0 technologies

1. Introduction

Although the beginning of the development of a scientific approach to project management is
linked to the 1940s and the Manhattan Project [1] (implemented by the US Army for the purpose of
building an atomic bomb in World War 1), people have been implementing and managing projects
throughout history.

Project management includes continually evolving methodologies and tools whose application
plays a pivotal role in ensuring project success. Appropriate project management methodologies are
applied depending on factors such as technology, requirements and people, and project dimensions. In
addition, the development of technologies has brought about changes to project management,
enriching its capabilities to adapt to the demands of modern business. [2] The development of
technology has also meant that modern projects exhibit the characteristics of IT projects, irrespective
of the domain in which they are implemented. Therefore, in a broader sense, project management can
be considered as a form of IT project management.

Given that, as members of the academic community, we participate in project realisation, it is
important to follow current trends in this area. Therefore, this paper will present research which
highlights the latest trends in the field of IT project management. The selected studies explore trends
in project management from various aspects, such as: the technologies and components of Industry
4.0 and their impact on project management and project success, the possibility of choosing a singular
environment for integrated project management, a comparison of the latest versions of the PMBOK
standard and the characteristics of project managers in the era of industry 4.0.

Furthermore, it is important to have a perspective on our position in relation to global trends. To
this end, based on the author's personal experience, a description of the current situation in the
realization of IT projects in the academic and business environment is provided.
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2. Research on the latest trends in IT project management

There are numerous studies dealing with the trends in IT project management. The research [3]
was conducted with the aim of examining the extent to which Industry 4.0 technologies, Cloud
Computing, the Internet of Things and Acrtificial Intelligence in particular, are applied in the IT sector
in Serbia, as well as the degree to which project managers and technical team members believe that
these technologies contribute to a project’s success. It was found that those who use the
aforementioned technologies assess their projects as generally more successful. The potential exists
for technologies to be applied in the field of project management, but it has not been fully utilized in
the Serbian IT sector. Given that the importance of technologies is acknowledged by project managers
and technical team members, increased usage is expected to lead to greater success of IT projects.
Table 1 and Figure 1 illustrate the use of these technologies.

Table 1:
Overview of the use of modern technologies [4]
_ Average grade The most Chronbach’s
Technologies of technologies common alpha
implementation answer
Cloud technologies 3.9
Cloud software for any project 3.6 5
management activities
Cloud document management systems 25 1
Cloud storage systems 4.3 5 0.707
Cloud tools for project communication 4.7 5
and collaboration
Online shared calendars 4.4 5
Al technologies 2.3
Tools for project selection for realisation 2.4 1
or portfolio
Tools for project monitoring and risk 3.1 4
assessment
Tools for assessing project feasibility 19 1
based on historical data
Intelligent software agents 1.4 1
Tools for selecting team members 15 1 0.762
Project realisation support tools 35 4 '
Tools for the automatic generation of 2.9 3
reports or documentation
Software which independently performs 2.5 1
repetitive tasks
Project planning tools 18 1
Decision support tools based on historical 1.6 1
data
0T technologies 2.4
Smart phones 4.6 5
Smart watches 2.1 1
Smart tables 19 1
Smart cameras 1.6 1 0.665
Tools for managing and monitoring 1.6 1

connected smart devices
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Previous research findings were confirmed by the research [5], which found that “The crucial
success factor is the extensive application of Industry 4.0 components to support the actions carried
out as part of a project.” The researchers [5] adopted a set of 4.0 Industry components: real-time data
management, interoperability, virtualisation, decentralisation, agility, service orientation and
integrated business process [6 in 5] for their study. The study showed that two components: data
management and virtualisation, play a key role and their presence increases the likelihood of project
success. “The greater the synergy between individual components of Industry 4.0, the more likely the
project is to succeed.” [5]

M Respodents use technology Respodents do not use technology

38%

0,
86% 94%

Cloud Computing loT Al
Figure 1: Percentage of respondents using modern technologies. [4]

Researchers in [7] suggested the singular environment for integrated project management. They
underlined that “According to KPMG et al. [8] in a study about the global perspective of the future of
project management, only 19% of organizations achieve successful projects, just 30% can deliver
projects on time, 36% of organizations meet the budget, and 46% of projects are delivered according
to stakeholders' expectations.” This is reminiscent of the situation in 1995 and the results of the
"CHAOS Report", the research carried out by the Standish Group [9]. According to that report, in
1995, the success rate of IT projects was only 16.2%, which means that only these projects were
implemented within the projected time frame and budget. Also, 31% of IT projects were cancelled
prior to completion, which, together with projects which exceeded the expected time, scope, budget,
etc. represented a cost of 140 billion dollars. [9] “These findings show that the project management
area still faces some challenges in terms of achieving time, cost, and stakeholder satisfaction, among
others. Thereby, to remain relevant, it is critical to discover methods and tools suitably appropriate
and up to date, allowing these professionals to keep current with today’s trends and new realities
[10].” The researchers in [7] proposed the OpenProject software solution as an environment which
supports the most features in the eight performance domains of the PMBOK standard [7]. They also
suggested future trends in project management: sustainability, agility, requirements management, risk
management and benefits management.

The research [11] compares the PMBOK 6™ and 7t editions because “the coexistence of these two
perspectives was initially an unclear subject”. [11] They analysed the PMBOK 6" and PMBOK 7t
editions and managed to integrate the knowledge of both versions through correlations between the
Techniques and Tools used in the PM Processes of the PMBOK 6" and the Models, Methods and
Artifacts of the PMBOK 7' editions. [11]

As its name suggests, the research [12] explores project manager competencies within the context
of Industry 4.0. The study highlights the changes in project managers’ soft and hard skills. In Industry
4.0 the soft skills vital for project managers are mainly related to the new ways of interacting with
project stakeholders, encompassing communication skills, authority, team management, management
of unforeseen events and negotiation skills. [13 in 12] “The most important hard skill for project
managers is experience with innovative technologies and projects, big data analysis and predictive
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algorithms that will help them to manage projects correctly and focused on the objectives to be
achieved.” [13 in 12] They also underscored that in terms of project manager competencies, the future
of project management will be influenced by Industry 4.0 and technological improvements which will
change the course of how project management tasks are executed and monitored in the future [14 in
12]. “Information in Industry 4.0 is expected to flow more quickly and dynamically. Work teams will
be diverse and will comprise very different areas of study. CPS and IoT will allow the development
and use of faster and more predictive management tools. The robotisation of the industry will increase
its efficiency, but it can also remove the human factor in certain circumstances. The use of Big Data
tools will allow the flow of a massive amount of information, quickly, and with a wide spectrum (5G)
[15in 12].7[12]

3. IT projects in higher education

In terms of the implementation of projects in higher education in the Republic of Serbia, the
Ministry of Science, Education and Technological Development, as well as the Provincial Secretariat
for Higher Education, have been issuing tenders for projects for several decades. This provides an
opportunity for higher education institutions to submit their research proposals and compete for funds
to complete their projects.

PoZetna O Fondu Vesti Aktivnosti Fonda Kancelarija APV u Briselu EU kutak EU programi EUpoziviv JECHIETY

Datum objavljivanja:
Rok za podnoSenje predioga projekta:

Podr3ka realizaciji programa

Program

Datum objavljivanja:

Rok za podnogenje predloga projekta:

Globalni fond za inovacije

Program

Datum objavljivanja:

Citaj vise ©

Rok za podnogenje predloga projekta:

Figure 2: European Affairs Fund of the Autonomous Province of Vojvodina. [16]

In addition, there are also calls for participation in European Union projects of various types
including cross-border cooperation (CBC), and educational and research programmes such as
Tempus, Erasmus and Horizon, to which higher education institutions can apply. They are promoted
by various institutions/sites within the Republic of Serbia. Figures 2-4 present some examples , with
the last one best illustrating the extent of the opportunities to win funding. At the time of visiting the
site, there were 630 active calls.

Each of the aforementioned calls has specific requirements which must be met. They include,
among other things: project objectives, implementers (a consortium — usually made up of various
higher education institutions from within the country and abroad, as well as governmental and other
organisations which can contribute to the realisation of the project or even companies), project
activities with estimated timeframes, human and material resources, as well as project costs. Once the
funds have been won for the project implementation, the main indicators of its success are the results
achieved within the predicted timeframe and budget. There are no special limitations regarding the
project management methodology or the technologies used for the project realisation. The sole
guideline for project deliverables is a project report (submitted quarterly, in most cases) with
accompanying documentation (receipts for paid invoices, project procurement documents,
documentation on suppliers/collaborators engaged in the project, project promotion materials, project
budget expenditure records, etc.).

18



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

C & europa.rs/programi/ B a @ % 0O
‘,n EUu s;biji POCETNA SRBIAIEU ~ EU NA DELU MOGUENOSTI EU MEDIA CENTAR ~ KONTAKT v Q

KREATIVNA EVROPA

Kreativna Evropa je program EU za podréku sekforima u kulfuri i medijima. Program se sastoji od dva podprograma:
Kultura - za promociju sektara kulture i Media Program - za podrsku audiovizuelnom sekioru. Kreativna Evropa, sa
budZetom od 146 milijardi evra podrzava evropski kulturni i kreativni sektor koji obezbeduje finansiranje za 2.500
umetnika i kulturnih profesionalaca, 2.000 bioskopa, 800 filmova, 4.500 prevada knjiga i finansijska garancija u iznosu
do 750 miliana evra za mala preduzeta koja su akfivna u sektor. Srbija ispunjava uslove za finansijsku podréku celog
programa.

Sta podriava? Kroz potprogram Kultura promovige se saradnja kulturnih i kreativnih organizacija izmedu razli¢itih
zemalja i padrzavaju inicijative za prevodenje | pramaciju knjizevnih dela &irom Evropske unije, kao i razvoj mreza kaje
omogutavaju konkurentnost i medunarodnu aktivnost kulturni i kreativni sekior. Uspostavljaju se i plaifarme za promociju novih umetnika i padsticanje evropskih
programa za kulturna i umetnitka dela. Podprogram Kultura obuhvata etiri konkursa: Projekti saradnje, Projekti evropske platforme; Evropske mreZe; i Projekti za
knjizevni prevod

Program Media finansira aktivnosti koje ukljutuju: razvoj evropskog audio-vizuelnog sektora, postavanje i prikazivanje evropskog kulturnog identiteta i bastine,
promavisanje evropskih audio-vizuelnih dela unutar i van EU, jatanje konkurentnosti audio-vizuelnog sekfora, olak3avanje pristupa finansiranju i promocija
upatreba digitalnih tehnologija. Ovim fondom se finansiraju Evrapske prestanice kulture i evropske bastine, kao i evropske nagrade za knjizevnost, arhitekturu,
zastitu bastine, bioskope i pop i rak muziku.

Ko moze da se prijavi? Kulturne i kreativne organizacije - mala i srednja preduzeca (izmedu 10 i 249 zaposlenih), mikropreduzeta (manje od 10 zapaslenih), centri za
obrazovanje i abuku, istrazivacke institucije, udruzenje / sindikat, medunarodna arganizacija, neviadine organizacije. javne sluzbe, start-up, preduzece (vidée od 250
zaposlenih), Univerzitet, drzava / region / grad / opatina / lakalna uprava. Kreativna Evropa nije ofvorena za prijave pojedinaca. Ne podrzava projekte ulaganja u
kulturu,

Uslove finansiranja praverite ovde

Srhija Desk:

Kultura - Vuk Radulovié

Mediji - Nevena Negojevié; nevena@media kreativnaevropa.rs

Program Kreativne Evrope 2021-2027

Predlog Komisije za program Kreativne Evrope 2021-2027 - interna belegka

Protitajte vise ovde

ERAZMUS +
Pragram Erasmus slavi 30 godina. Tokom tri decenije, ovaj vodedi program EU za obrazovanje i obuku, omladinu i sport
nuizig i 23,9 milinna iudi - nosehoo miadima.. moofnasti dagleknu nova iskustva iprsite sunie horizonte ndlaskom

Figure 3: The European Commission’s framework programmes in Serbia. [17]
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Figure 4: EU funds and calls. [18]

Based on my personal experience, | can say that a few decades ago, the situation was such that it
was necessary to introduce training projects for applying for various types of projects, because it was
established that the funds allocated by the EU to the countries of the Western Balkans were
insufficiently used. [19] At that time, the University of Novi Sad opened a project management office
to support its members/faculties in applying for European projects. One of the areas of engagement of
this office was the organisation of training/seminars focused on project implementation and
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responding to calls for various project types. Subsequently, the situation shifted in favour of
institutions in the Republic of Serbia, enabling them to apply and secure funds for the implementation
of various types of projects. Our institution used the opportunity to participate in such projects, thus
contributing to personal improvement and development.

When considering the technology, requirements and people as key dimensions, Figure 5 best
illustrates the situations in which the appropriate methodology is applied (the third dimension is
people — the project implementers, whose characteristics may influence the level of uncertainty of
implementation). [20] In cases where the requirements and technology are known, traditional project
management methodologies are the best choice. With an increase in the uncertainty of technologies
and requirements, agile methodologies are available, while for scenarios with the highest values of
these dimensions, extreme methodologies are recommended [21].

Unknown
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r
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s
Simple
Known
Complicated |
Known Technology Unknown

Figure 5: The complexity of projects depending on technology and requirements. [20]

It is interesting to note that the projects in higher education institutions are realised according to
the traditional methodology supported by the PMBOK standard, because the most important issue is
to adhere to the deadlines, the budget and the planned deliverables. This applies to all projects,
regardless of type. Naturally, the choice of technologies used for project delivery is left to the
discretion of the project managers and the members of the project teams. It is also interesting that the
teams which participate in the implementation of projects exhibit the characteristics of teams in agile
methodologies: they are self-organising and the project manager loses the role she/he has in
traditional project management.

What characterises the current situation in applying for project calls mirrors that we had a few
decades ago: there is a shortage of personnel willing to participate in this process, and training
sessions for project applications are being organised again. For example, the City Administration of
Zrenjanin, where it has been determined that training programmes are essential, is currently
undertaking an initiative for the development of a Science strategy for young people. This action has
been supported by the Regional Center for Socio-Economic Development — Banat. [22]

If we recall the findings from the research results [3], the introduction of new technologies in IT
project management is taking place more slowly in our country. Moreover, it is necessary to update
existing knowledge and involve new people in the process of applying for project calls and IT project
management.

The technical faculty “Mihajlo Pupin” is actively involved in all these processes, thus contributing
to the development of IT project management.
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4. Conclusions

This paper presented the latest trends in IT project management based on current research dealing
with the topic. The selected studies facilitated insights into:
e The extent to which Industry 4.0 technologies, especially Cloud Computing, the Internet of
Things and Artificial Intelligence, are applied in the IT sector in Serbia;
e The impact of selected components of industry 4.0, especially data management and
virtualisation, on project management;
e The singular environment for integrated project management;
e A comparison of the PMBOK 6" and 7" editions;
e Project Manager Competencies in the context of Industry 4.0.
The paper also showed some of the experiences in IT project realisation in higher education
institutions. It may be concluded that:
e |IT project management is greatly influenced by technological development;
e IT project management exhibits iterative development;
e The methodology used in IT project management is comprised of numerous different
methodologies.
Further research may incorporate these findings in order to establish the situation “in the field” so
as to identify those factors which contribute most to project success, as well as recommendations for
good IT project management practices.
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Abstract:

This paper explores the transformative role of virtual reality (VR) as a gateway to the future of
skill development and talent attraction. As the technological landscape continues to evolve rapidly,
traditional approaches to learning and recruitment are being redefined. VR emerges as a disruptive
force, offering immersive and interactive experiences that transcend the limitations of conventional
training and recruitment methods. We are examining the current challenges in skill development
and talent acquisition, emphasizing the need for innovative solutions to bridge the gap between
education and industry demands. It then goes into the capabilities of virtual reality technologies,
showcasing their potential to revolutionize skill acquisition by providing realistic and context-rich
learning environments. Through simulations and interactive scenarios, VR not only enhances
traditional training methods but also enables the acquisition of complex skills in a risk-free and
adaptive manner. The discussion presents facts from various industries to illustrate the successful
implementation of VR in skill development and talent attraction.

Keywords:
VR training, gamification, skills shortage, talent attraction

1. Introduction

VR's roots date back to the mid-20th century (Figure 1). However, it took until the end of
the 20th century, with the development of rudimentary head-mounted displays and interactive
simulations, for VR to take concrete form. Over the past few decades, VR technology has
grown exponentially, driven by advancements in hardware capabilities, improvements in
software, and a deeper understanding of the psychological aspects of immersion. The journey
in VR development has been an amazing one, but it hasn't been without its challenges. High
cost, limited access, and the need for powerful computing hardware were the initial barriers to
widespread adoption. Additionally, the quality of early VR experiences was often not good
enough to create truly engaging and immersive virtual worlds. Overcoming these hurdles
required a collaborative effort by researchers, developers, and industry pioneers.

An important change in the VR environment is the transition from PC-based VR (PCVR)
systems to standalone VR devices [1]. Traditionally, VR experiences have been associated with
high-powered computers, limiting accessibility and practicality. The advent of standalone VR,
featuring standalone devices with integrated computing power, frees users from relying on
fixed setups. This move democratized VR, making it more accessible to a wider audience and
opening the door to new applications beyond gaming and entertainment.

As we consider the transformative potential of VR [3] in skill development and talent
acquisition, it is important to recognize the complex evolutionary history that has brought us
here. This article explores the challenges being overcome and the opportunities presented as
VR evolves, and explores the new ways in which immersive experiences can change and
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redefine how individuals acquire skills and organizations interact with top talent. We will focus
on the transition to standalone VR as a catalyst for the times.

2020s
VR enters the mainstream: @
Gaming and Entertainment VR/XR Expansion
Standalone
Commercialization (Mobile)
of VR Low Cost

The concept of

virtual experience Jaron Lanier, a

was first introduced computer scientist,
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mointed display “virtual reality™ VR setbacks and
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Technical
1 9705 Limitations and
High-Cost

©

Figure 1. History of VR Technology Development

2. Transformation from PCVR to Standalone VR

VR technology has undergone a remarkable evolution, marked by a technological
transformation from connected PC-based VR systems to the revolutionary era of standalone
VR. As we undertake this research, it is important to understand the technical complexities
underlying this transformative change [2][3].

In the early stages of VR development, users were tied to powerful PCs and required cables
and external devices to achieve a seamless VR experience. The demand for high-end
computing power and specialized equipment has limited access to VR to a select few and
limited its use to specific fields. However, dynamic advances in hardware and software
technology have ushered in a new era for VR, and standalone VR devices have proven to be a
game-changer. Moving from PCVR to standalone VR is more than just a change in form factor.
This represents a fundamental shift away from dependence on external computing resources,
with standalone VR devices integrating powerful processors, graphics capabilities, and sensors
in a compact format, freeing users from the limitations of physical connectivity. I'll release it.
This change will not only improve mobility, but also make VR more accessible to a wider
audience, democratizing it.

Technological advances, such as the development of efficient mobile processors, have
played a key role in making standalone VR a reality. These processors are designed to deliver
robust computing performance in compact devices, enabling VR experiences without
sacrificing quality. Additionally, advances in sensor technology such as inside-out tracking and
gesture recognition are increasing the immersive and interactive nature of standalone VR,
further blurring the lines between the virtual and physical worlds.
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3. Gamification

Gamification, a concept based on the integration of game elements and mechanics into non-

game environments, is a transformative force in the field of human interaction and motivation.
Originating from the ancient use of games and challenges in early civilizations to teach skills,
gamification has evolved significantly, especially with the advent of digital technology.
Since ancient times games have been an integral part of human culture serving not only as a
source of entertainment but also as a powerful tool for education and skill development. Early
civilizations recognized the educational value of games and challenges and used them as
effective means of teaching basic skills and knowledge.

The digital age ushered in a new dimension of gamification, marked by the rise of serious
gaming in the late 20th century. These serious games were notable for serving purposes beyond
entertainment, such as training, simulation, and behavior modification. In pursuit of more
effective learning methods, serious games seamlessly integrate game mechanics to increase
engagement and make learning new skills and knowledge a more dynamic and interactive
process.

Serious games represented a paradigm shift in using game elements for purposes beyond
traditional entertainment. By combining game design principles with educational and
behavioral goals, serious games have provided a powerful combination that engages users
while promoting learning and skill development. Incorporating game mechanics such as points,
levels, and rewards adds a level of immersion to these experiences, creating an environment
that fosters cognitive engagement and improved memory retention. The field of gamification
is constantly evolving with continuous research and innovation aimed at finding new ways to
promote engagement, motivation, and behavior change in a variety of situations. This
development goes beyond traditional gaming platforms and permeates many aspects of daily
life, from education and training to health and professional development.

In today's context, gamification is a dynamic field that provides a versatile toolkit for
designers and educators looking to create experiences that attract, motivate, and encourage
desired behaviors. As technology advances, the potential applications of gamification are
expanding, opening new frontiers for leveraging the inherent appeal of games to achieve
meaningful outcomes in non-gaming contexts.

Gamification in VR training [4][5] is a powerful and innovative approach to improving the
learning experience. By integrating gaming elements into the training process,
companies/organizations can make learning more engaging, immersive, and effective.

Here we consider important aspects of gamification for training in VR:

1. Immersive learning environment:
VR offers unique advantages by creating immersive environments that recreate real-world
scenarios. Gamification goes a step further and adds interactive elements such as challenges,
quests, and simulations to make the learning experience more engaging and memorable.

2. Motivation and commitment:

Games are designed to be entertaining by their nature. By implementing game mechanics
like points, rewards, and levels into the VR training, participants are more likely to stay
motivated and engaged. The sense of accomplishment from overcoming a challenge or
reaching a higher level contributes to a positive learning experience.

3. Scenario-based learning:

VR gamification allows creation of realistic scenarios that for example employees might
experience in their roles. This approach allows learners to apply knowledge to practical
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situations and improve problem-solving and decision-making skills. VR simulation can
recreate complex situations that are difficult to simulate using traditional training methods like
classroom or e-learning.

4. Progress tracking and feedback:

Games provide instant feedback on performance and help learners and trainees recognize
their strengths and opportunities for improvement. VR training with gamification features can
track progress, provide real-time feedback, and provide personalized learning paths. This not
only contributes to continuous improvement, but also promotes a sense of accomplishment.

5. Collaborative learning:

Many games encourage collaboration and teamwork. Applying these principles to VR
training encourages participants to work together to achieve a common goal. This collaborative
learning environment can improve communication skills, teamwork, and the ability to solve
problems as a group.

6. Adaptive learning path:
VR gamification enables adaptive learning experiences. The system can dynamically adjust
task difficulty based on learner performance, ensuring training is both challenging and
achievable. This personalized approach maximizes the efficiency of the learning process.

7. Behavior change and skill transfer:
The immersive nature of VR combined with gamification increases the potential for
behavioral change and skill transfer. Learners can practice and reinforce desired behaviors in
a risk-free environment, improving retention and application of skills in real-world scenarios.

8. Competitive factors:
Incorporating an element of competition through leaderboards and timed challenges can
encourage healthy competition among learners. This not only brings more fun, but also
motivates individuals to perform better than others, leading to a sense of accomplishment.

9. Cost-effective training:

Although the initial investment in VR technology can be sometimes significant for many
organizations, gamified VR training can be a cost-effective solution in the long run. It reduces
the need for physical resources, travel, and on-site training, making it a scalable and efficient
training method.

4. VR training efficiency

To the best of our knowledge, the most recent study on the efficiency of VR training in
comparison with traditional learning methods is the PwC report from 2020 [6]. The summary
of this extensive study and the most important learning efficiency parameters are presented in

Figure 2 and the following:

Training speed: Employees completed VR training up to 4x faster than in-person training and
up to 1.5x faster than e-learning.
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Figure 2. Main VR training efficiency findings in comparison with the traditional learning methods.
Source: PWC Study on Effectiveness of Virtual Reality Training in Enterprises, 2020

Improved confidence: Employees who received VR training were up to 275% more confident
in applying the skills they learned, an increase of 40% compared to classroom learning and
35% compared to e-learning.

Emotional connection: VR learners felt 3.75 times more emotionally connected to content
than classroom learners and 2.3 times more than e-learners.

Focus and commitment: Learners trained in VR were up to 4 times more focused than e-
learning learners and 1.5 times more focused than their classmates.

As a conclusion from the study, it can be derived that VR skills training is more effective
than traditional methods and can lead to increased confidence, emotional connection, and
focus. Also, using VR for soft skills training is a more cost-effective and worthwhile
investment than in-person instruction or e-learning. This report suggests that VR is poised for
enterprise-scale use, as falling costs and advances in technology make it an increasingly viable
option for effective training programs.

A review of the existing literature shows that the effectiveness of VR in learning and training
has been previously studied. Table 1 provides an overview of various studies demonstrating
mainly positive outcomes from integrating VR into learning and training contexts.

Table 1. Selected Previous VR Efficiency in Training Studies, Research Context and Findings

| Title | Authors || Findings | Published In |
The Effectiveness of Virtual Positive outcomes in training

Reality-Based Training in Forneris, S. |healthcare professionals in Simulation in
Emergency Obstetric Care: A ||G., et al. emergency obstetric care using |[Healthcare, 2019
Systematic Review [7] VR.

VR positively impacted learning
Gao, Z., et |loutcomes in health and safety
al. training compared to traditional
methods.

The Effect of Virtual Reality
on Learning Outcomes in
Health and Safety Training [8]

Journal of Science
Education and
Technology, 2019

Investigates the cognitive and
Wouters, P., |motivational effects of serious
et al. games, including those

implemented in virtual reality.

A Meta-analysis of the
Cognitive and Motivational
Effects of Serious Games [9]

Journal of
Educational
Psychology, 2013
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5. Impact of Labor and Skills Shortage and Talent Attraction

Uncover talent by immersing yourself into their social ecosystems: Prospective employees
thrive where community converges

According to a 2021 report from the TechForce Foundation, the impending retirement of
baby boomers, workforce mobility, turnover, and new job creation will increase the demand
for more than 19,000 trauma technicians annually in the U.S. from 2021 to 2025. is expected
to occur.

At the same time, the American Welding Society has highlighted worrying trends in the
welding industry, predicting a shortage of approximately 400,000 welders by 2024. This
compelling data strongly suggests that the shortage of skilled technicians is not just a short-
term challenge, but a long-term problem that threatens to impact industry capabilities in the
coming years.

To address this critical challenge in the world of work, virtual reality (VR) technology is
proving to be a promising solution [10]. VR has the potential to increase engagement,
accelerate upskilling, and facilitate remote and self-guided training. This technology represents
an innovative approach to addressing the ongoing skills shortage and provides a scalable and
innovative way to prepare the workforce for the demands of these specialities.

Given that individuals often succeed within their communities, the use of VR technology
offers an innovative solution.

An effective approach is to create virtual gamification simulations that are carefully
designed to replicate the challenges and dynamics of real-world work environments [10]. These
simulations provide a comprehensive and immersive experience, giving potential candidates a
glimpse into the complexities of real-world scenarios. Using this method, companies can
effectively assess candidate skills and ensure a match between skills and job requirements.
Additionally, collaborative VR experiences have great potential, especially when it comes to
allowing young talent to connect remotely with peers, mentors, and industry experts. This
makes it easier to expand the professional network, even in a virtual space, and fosters a sense
of community. Through collaborative VR initiatives, companies are not only bridging
geographic gaps, but creating environments that help share knowledge, mentor, and seamlessly
integrate new talent into the professional world [11].

6. Conclusions

Proactive strategies such as immersion in social ecosystems and the integration of game-
based simulations can proactively address pressing talent shortages and effectively bridge the
growing gap between education and industry needs. It has proven to be an important method.
Immersing in the social ecosystem represents a paradigm shift beyond traditional recruitment
and leveraging the diverse and dynamic networks in which potential talent grows. This
approach not only allows for a more holistic understanding of candidates, but also a
community-focused approach to talent acquisition. At the same time, the incorporation of
gamified simulation represents a breakthrough in training methods within virtual reality (VR),
creating realistic and adaptable scenarios that reflect the complexity of real-world work
environments. The gamified VR simulations improve the practical application of learned skills.
This not only enriches the learning experience but also better prepares individuals for the
challenges they will face in their careers and attract the future workforce.

Moreover, VR's role as a dynamic force goes beyond the immediate problem of talent
shortages. This represents a fundamental shift in the entire skills development and talent
acquisition landscape, and VR technology, with its immersive capabilities and versatility is
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positioned as a catalyst for change in organizations. This transformation is marked by a shift
to a more engaging, personalized, and experiential learning environment. By seamlessly
combining immersive experiences with innovative learning methods, VR is a pioneering
solution that not only bridges the immediate skills gap but also anticipates and adapts to the
changing needs of the modern world.
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Abstract:

Successful cyber risk management is more than needed nowadays in extended detection and
response cyber security environments. Integration and automation of modern risk management
includes implementation of well-known platforms and standards like ISO/IEC 27001, ISO/IEC
27005, CIS v8 that should be synchronized and well mapped. Many companies, especially
small and medium-sized ones, usually don’t have cyber risk teams and for that reason their
cyber risk management processes should be simplified and automated. Companies can fully
understand their risks only if they successfully implement a Cyber Risk Management process
through successful implementation of the Cyber Risk Management Policy. So, it is very
important to have automated and simple tool to assess the cyber risks and understand which
security controls to perform to mitigate the cyber risks. In this paper authors developed cyber
risk assessment tool for fast and efficient cyber risk assessment for the companies. This tool is
asset based and it evaluates the risks with high precision according to the status of the security
controls.

Keywords:
CIS (Center of Internet Security) Controls, Compliance, Cyber Risks, Risk Assessment,
Security Controls, Vulnerabilities.

1. Introduction

Management of cyber risks is very important part of the Information Security Management System
(ISMS). Risk is the happening of an unwanted event or the non-happening of a wanted event which
adversely affects business. Cybersecurity Risk Management is an ongoing process for identification,
analysis, and description of potential events and circumstances that can produce impacts to Information
Security objectives. According to this information, management can take decisions about what risks are
at acceptable level, and which risks require treatment to ensure potential impacts do not materialize.

A risk assessment and treatment process are key areas for implementation and maintenance of a
successful ISMS, and they are crucial part of the ISO/IEC 27001 and ISO/IEC 27005 standards.
Protection against information security threats is on appropriate level only when risks are completely
understandable in order adequate security controls to be ensured. It is essential that organizations have
an adequate risk assessment and treatment process in place to ensure that potential impacts do not
become real, or if they do, contingencies are in place to deal with them. It is also essential that processes
are sufficiently clear so that subsequent assessments produce consistent, valid, and comparable results,
even when carried out by different people. Implementation of security controls is very important for the
risk treatment process, so Annex A of the ISO/IEC 27001 standard and CIS v8 security controls are
very important documents for the identification of appropriate controls. Tools for cyber risk assessment
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are of great importance for implementation of successful risk assessment and treatment process. That
is the focus of this paper.

Authors in [1] present case studies and real-life examples including risk assessment software like
RAVEN and SAPPHIRE, as well as questions for students. In [2] authors propose a framework for
cyber risk assessment and mitigation to estimate the attack probability and predict the required security
technology to reduce the attack probability to some given level in the next year. Furthermore, expected
loss is also calculated due to cyber attacks using risk modeling. Authors in [3] describe developed
methodology using NIST cybersecurity framework and propose cybersecurity tool for evaluation with
35 questions to assess the maturity of the small to medium-sized enterprises according to the five NIST
categories. In [4] a method for qualitative risk assessment algorithms is presented. This method ensures
that the algorithm and the risk model are easy to understand. Method of this author includes creation of
assessment algorithms for ten common cyber-attacks. Authors in [5] propose methodology to assess the
cyber risks in smart homes to present the risks on home inhabitants and to suggest mitigation of the
identified risks. Authors in [6] propose cyber and privacy risk management tool for assessing cyber and
privacy risks in automated manner with decision-supportive capabilities. Integrated cybersecurity risk
management is presented in [7] including prediction of risk types through machine learning techniques
and systematic identification of critical assets.

Considering the above references, in this paper we focus on a cyber risk assessment tool aimed for
small to medium-sized companies. It uses twenty generic cyber risks mapped with CIS v8 security
controls. In this way, cyber risk tool achieves relatively simple way to assess the cyber risks and map
them to well-known security controls related to the identified risks. Furthermore, this tool also gives
instructions which security controls from CIS v8 to be implemented after identifying the level of risks.
So, this tool achieves also view of the compliance to the standards like CIS v8 and ISO/IEC 27001
Annex A Controls.

The remainder of this paper is organized as follows. Section 2 presents the methodology used for
developing the cyber risk assessment tool. In section 3 cyber risk assessment tool is described in detail.
Section 4 concludes this paper.

2. Methodology for Developing the Cyber Risk Assessment Tool

Many companies usually do not pay too much attention to cyber security and do not have cyber
security experts other than the system administrator that covers cyber security parts for them as well.
For that reason, it will be highly beneficial to make their cyber risk management processes automated
to the degree possible. Implementation and maintenance of a solid Information Security Management
System (ISMS) cannot be done without risk assessment and treatment routines, which are crucial parts
of the ISO/IEC 27001 [8] and ISO/IEC 27005 standards. So, it is very important to have automated and
simple tool quickly to assess the risks and understand which security controls to perform to mitigate the
cyber risks.

This research will improve the cyber risk management process in the companies by using well-
known standards, methodologies, and tools. It will be done by implementing a simple model for the
cyber risk management process of companies. Cyber risks and cyber security controls that are
applicable especially to small companies and to mid-level companies are presented in detail with this
tool. So, it can automate and improve the efficiency of the cyber risk management in these
organizations. Cyber risk assessment tool is developed integrating the simplerisk tool from
https://www.simplerisk.com/ and CIS controls from the Center of Internet Security
https://www.cisecurity.org/. The tool consists set of questions with simple answers (Yes or No) that
automatically generate 20 cyber security risks that are mapped to the 1G1 Security Controls from CIS
controls.

Hence, well-known standards, methodologies, and tools are used for building the tool for automation
of the cyber risk management process in companies. Simplerisk.com tool is used for generating general
cyber risks. These 20 cyber risks are used as a basis for creating the tool for assessing cyber risks.

So, in the first phase of this research generic risks from simplerisk platform are mapped with the
security controls in CIS v8 standard to build a more sophisticated tool for cyber risk management
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processes in the companies. Furthermore, cyber risks and controls are classified according to the asset
types that are used in CIS security controls.

Then, for each risk according to the mapped security controls and subcontrols from CIS standard,
set of new questions are created. Therefore, after answering each set of questions for each risk, the tool
automatically generates the level of the cyber risk.

Furthermore, it also gives instructions for obtaining security controls for the questions that are
answered with No. Benefits of this tools are that it generates different risk levels according to the results
from the questionnaire and offers instructions for solving the vulnerabilities. Another benefit is that
automatically solutions are mapped with CIS v8 standard [9] because it uses the security controls from
CIS. That also enables to relate to ISO/IEC 27001, considering the available tools for mapping CIS v8
to 1SO 27001:20222 security controls [10]. This kind of integrated and detailed cyber risk assessment
tools is more than needed for the companies, especially for small to mid-sized companies.

3. Description of the Cyber Risk Assessment Tool

As it was already explained in the previous section, for developing the cyber risk assessment tool in
the research, reference for the cyber risks was the platform from simplerisk
(https://www.simplerisk.com/). Cyber security controls to mitigate the cyber risks generated with this
tool are used from the CIS v8 standard (https://www.cisecurity.org/controls/v8) to build a simple
mechanism for decreasing the cyber risks related to these controls. IG1 group of subcontrols in CIS v8
that are under each of the 18 main controls in CIS v8 is exactly what is used for this part of the proposed
cyber risk assessment tool.

The level of implementation of subcontrols under each main control is used to define the level of the
appropriate risk, whether it is insignificant, low, medium, high, or very high. I used the risk matrix
presented in Fig. 1 for defining the level of cyber risk generated after answering the set of questions
regarding the specific risk, so levels are: Insignificant, Low, Medium, High, and Very High risks.

B \Very High Risk B High Risk B Medium Risk O Low Risk O  Insignificant

leuAdd impact  ewDelete impact

Extreme/Catastrophic #* 5 2 4 6
| Major & 4 1.6 32 4.8
m
2 Moderate & 3 1.2 24 3.6 4.8 6
€
t Minor & 2 0.8 16 2.4 32 A
Insignificant & 1 0.4 08 1.2 1.6 2
1 2 3 4 5
Remote & Unlikely #* Credible ¢ Likely & Almost Certain #*
Likelihood

Fig. 1 Cyber Risk Matrix

Formula in excel presented in (1) is created for defining the risk level according to the answers on
the questions related to each risk. If the total score when answering the questions is 0, Insignificant risk
level will be generated. If the total score when answering the questions is higher than 0 and lower than
4, Low risk level will be generated. If the total score when answering the questions for the appropriate
risk is higher than 4 and lower than 7, Medium risk level will be generated. If the total score when
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answering the questions is higher than 7 and lower than 10, High risk level will be generated. If the
total score equals to 10 and above, Very High Risk will be generated.

=IF(F2="","BLANK",IF(F2=0,"INSIGNIFICANT" IF(F2<4,"LOW" IF(F2<7,"MEDIUM",IF (F2<10,"HIGH",IF
(F2>=10,"VERY HIGH")))))) 1)

Cyber Risk Assessment Tool is firstly developed in excel format with formulas and functions. In
Fig. 2 part of the excel format view of the tool is presented for the second main control “Inventory and
Control of Software Assets”.

In CIS Control v8 there is “Asset type” for each of the 18 security controls subjects. So, in excel
each of the asset types is put in a separate sheet. There are five asset types: Devices, Applications,
Users, Network and Data. Under each of the controls, all subcontrols that are for IG1 implementation
group are taken into consideration. Then, questions for each of the controls and appropriate subcontrols
are created with given points according to the number of questions for each risk. When answered with
Yes, there are no points, and when answered with No, appropriate points are inserted. Per example, if
there are 5 control and its subcontrols, each sub control weights 2 points. If all questions regarding these
subcontrols are answered with Yes, there are no points, so in total we have 0 points, and that gives
Insignificant Risk. If all questions are answered with No, we have in total 10 points, and that gives Very
High Risk.

Column 1 in Fig. 2 presents the main controls and subcontrols from CIS v8 that belong to each asset
type. In this case, main control “Inventory and Control of Software Assets” and its subcontrols are
shown for the asset type “Applications”. In column 2 created questions are presented for each category
of CIS v8 controls. Third column in Fig. 2 presents the answers that should be answered with simple
Yes/No answers from the clients. Next two columns present the Risk details for each category and the
Risk Level. Then, column “CIS v8 Instructions™ presents the instructions for implementing security
controls to decrease the cyber risks. After their implementation, client will answer related questions
with “Yes” and risk level will be decreased.
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Fig. 2 Cyber Risk Assessment Tool in excel format

Cyber Risk Assessment Tool is also developed in web form using the already created functions and
formulas in the excel format. Fig 3 presents the web form view of the tool.
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Fig. 3 Web form view of the cyber risk assessment tool
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Hence, generated cyber risks and instructions for implementing the security controls to decrease
them in the Risk Assessment tool gives simple control and comfort of the clients that use this tool. This
gives great benefit in the process of cybersecurity risk management automation.

Table 1 on the other side, presents mapping of the controls in CIS v8 with the Annex A Controls in
the ISO/IEC 27001 standard. So, presented cyber risk assessment tool is well mapped with CIS v8 and
ISO 27001 Annex A controls. This makes the tool compliant to well-known compliance standards for

cyber security.

Table 1:

Mapping of the pending risks with CIS v.8 controls and ISO 27001 Annex A Controls

General Risks

Related Controls in CIS Controls Version 8

Related ISO 27001 Annex A Controls

1. Attackers can use unauthorized and unmanaged
devices to gain access to network.

1. Inventory and Control of Enterprise Assets

A8.11;A1125A13.1.1;
A9.1.2

2. Attackers can use unauthorized and unmanaged
software to collect sensitive information from
compromised systems and other systems connected to
them.

2. Inventory and Control of Software Assets

A8.1.1;A12.5.1;A126.2

3. Attackers can exploit vulnerable services and
settings to compromise operating systems and

4. Secure Configuration of Enterprise Assets

A8.13;A14.25;A14.2.2;

o and Software A12.1.2
applications.

4. Attackers can take advantage of gaps between the
appearance of new knowledge and remediation to 7. Continuous Vulnerability Management A9.2.3;A.12.6.1

compromise computer systems.

5. Attackers can misuse administrative privileges to
spread inside the enterprise.

6. Access Control Management

A9.2.3;A9.4.2;A9.4.3;A9.4.4;
A124.3

6. Attackers can hide their location, malicious
software, and activities on victim machines due to
deficiencies in security logging and analysis.

8. Audit Log Management

Al124.1;A1243:A124.4

7. Attackers can craft content to entice or spoof users
into taking actions that greatly increase risk and allow
introduction of malicious code, loss of valuable data, and
other attacks.

9. Email and Web Browser Protections

A8.13;A122.1:A12.6.2;
A13.1.1;A.13.2.3

8. Attackers can use malicious software to attack our
systems, devices, and data.

10. Malware Defences

Al1221:A1241

9. Attackers can scan for remotely accessible network
services that are vulnerable to exploitation.

4. Secure Configuration of Enterprise Assets

and Software

13. Network Monitoring and Defence

A13.1.1;A13.1.2;A13.1.3
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10. Attackers can make significant changes to
configurations and software on compromised machines,
and it may be extremely difficult to remove all aspects of
their presence.

11. Data Recovery

Al123.1

11. Attackers can gain access to sensitive data, alter
important information, or use compromised machines to
pose as trusted systems on our network by exploiting
vulnerable services and settings

12. Network Infrastructure Management
4. Secure Configuration of Enterprise Assets

and Software

A12.1.2;A13.1.1;A13.1.3

12. Attackers can exploit vulnerable systems on
extranet perimeters to gain access inside our network.

13. Network Monitoring and Defence
15. Service Provider Management

A9.4.2;A13.11

13. Attackers can exfiltrate data from our networks
compromising the privacy and integrity of sensitive
information.

3. Data Protection

A8.2.1;A13.23;A6.2.1;A83.1

14. Attackers can find and exfiltrate important
information, cause physical damage, or disrupt operations
due to improper separation of sensitive and critical assets
from less sensitive information.

6. Access Control Management

A8.1.1;A9.1.1;A10.1.1;
A12.43;A13.1.1;A13.1.3

15. Attackers can gain wireless access and bypass our
security perimeters in order to steal data.

4. Secure Configuration of Enterprise Assets

and Software

6. Access Control Management

A8.1.1;A.813;A.10.1.1;
A13.1.1;A.13.1.3

16. Attackers can impersonate legitimate users by
exploiting legitimate but inactive user accounts.

5. Account Management

A8.1.1;A81.3;A9.2.1;A9.2.6;
A10.1.1;A12.4.1;A13.1.1

17. Attackers can exploit employee knowledge gaps
to compromise systems and networks.

14. Security Awareness and Skills Training

A7.22

18. Attackers can take advantage of vulnerabilities in
software to gain control over vulnerable machines.

16. Application Software Security

A10.1.1;A.12.1.4;A.12.6.1;
A14.2.1;A.1425

19. An attacker may have a greater impact, cause
more damage, infect more systems, and exfiltrate more
sensitive data due to a poor incident response plan

17. Incident Response Management

A16.1.1;A.16.1.3

20. Attackers can take advantage of unknown
vulnerabilities due to a lack of testing of organization
defences.

18. Penetration Testing

A126.1:A16.1

4. Conclusions

This paper presents integrated approach for cybersecurity risk management considering platforms
and standards for cyber risks and security controls. Dealing the cyber risk management in the companies
considering the approach presented in this paper will help cybersecurity experts in improving the cyber
risk management in the companies, which is one of the most important and complex issues in cyber

security.

Proposed cyber risk assessment tool in this paper will help companies to assess the cyber risks
relatively fast with a lot of details for the risk levels and the appropriate security controls that should be
implemented to decrease the identified cyber risks. That is of great benefit, especially for the small to
mid-sized companies which usually don’t have cyber security team in their staff.
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Abstract:

The paper aims to provide an overview of cyberbullying as a concept, its characteristics and
consequences, as well as its impact on the young population. For this purpose, we conducted
a survey among people from 10 to 25 years of age to find out if they were a victim of
cyberbullying and how they solved the problem. At the end, we present the answers from the
survey. We will explain how parents can check on their kids to see what they do when they
go online.
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1. Introduction

[1] The world is more connected than it has ever been. Skype, email, Facebook, Twitter. We can
snap a picture on our phones, post a thought, or share a joke with thousands of other people - all
within a matter of seconds. Today’s teens, having never known a world without the Internet, are
especially adept at picking up new technology and using electronic communication to create vital
social networks. Problems arise when the technology that is supposed to bring people together is
used instead to abuse others, pushing peers out of their social network into a world that is filled with
loneliness, embarrassment, fear, or shame.

[2] The parents often buy different appliances like laptops, gaming consoles, and mobile phones for
their kids who are not even 13 years old (which is the minimum age to join most social networks),
just not to “disturb” them. This has a bad impact on them because parents don’t know what their
kids watch or do on their mobile phones. Most websites like YouTube made a special application
just for kids called “YouTube Kids” which you can watch videos that are made for kids. When the
kids are on their phones, they can do whatever they want, from messaging strangers to posting
comments on social networks.

2. Definition and characteristics

[3] The definition of cyberbullying varies among scholars. But generally, cyberbullying (or online
bullying) can be defined as a deliberate, unwanted, and repeated act of aggression that occurs over
digital devices such as computers, smartphones, gaming consoles, or tablets. Cyberbullying takes on
several different forms — both direct and indirect — which can make it difficult to identify as online
harassment.

What we mean by the direct form of cyberbullying is when the one who commits the cyberbullying
sends direct text, images, recording voices, and videos to the bullied person via messaging apps.

On the other side, the indirect type of bullying is when the one who commits the cyberbullying posts
on social media (publicly) something about the bullied person, for example, that might be video,
photo, etc.

Generally, online bullying will have the following characteristics:
*intent,

*aggression,

*Contact through electronic devices,
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*repetition,

*causes harm to target

Online bullying involves the use of technology to harass, intimidate, or embarrass cyberbullies who
often hide behind the anatomy of the Internet, which can make it more challenging to identify and
hold them accountable for their actions.

There are several ways a person can be bullied online whether it is direct or indirect:
*sending harmful messages or threats,

*spreading rumors online,

*sharing embarrassing photos or videos,

*creating fake profiles to harass others,

*posting comments on the social networks

Of course, when cyberbullying occurs, we have consequences.
These are just some of the consequences that can happen if cyberbullying is not addressed in time:
- Falling into depression (feeling of unacceptance)
- Occurrence of anxiety
- Feeling of "suffocation"
- Sleep problems (Insomnia)
- Isolation from society and lack of the need for socializing
- Refusing to go to school, college, or social events

3. Related works

[4] This paper emphasizes the need for parents and educators to be aware of the dangers of
cyberbullying and to be the first line of defense for an adolescent in recognizing, addressing, and
resolving problems. Furthermore, they call on pediatricians, doctors, and psychiatric consultants to
create a comfortable atmosphere for adolescents to discover and report their problems early in order
to raise awareness in their communities.
[5] In this research, poor relationship skills in boys and low self-management in girls account for a
part of the explanatory percentage for being a victim of bullying in both physical and online settings.
In this context, they consider the provision of socio-emotional tools to be important to its early
prevention.

This research [6] is another reminder that the standardization of the field and the application of
theoretical models are crucial for a deeper understanding of the various aspects of online violence in
order to move away from  descriptive  presentations of  prevalence  data.
This study [7] surveyed students in Malaysia and found that students were not spared from the
harmful effects of cyberbullying. Victims of cyberbullies suffer emotional and psychological stress,
and inevitably their grades will suffer. Institutions, teachers, and parents must realize that cyberspace
is a risky place and must take effective steps to protect victims.

An answer from clinical psychologist [8] tells us “What is the right age for kids to be on social
media?”. He considers that unfettered access, without any screen controls or (parental) monitoring,
should be delayed for as long as possible, at least not under 16 years old. He also says that a parent’s
decision should not be made based on what other parents allow their kids to do. The parents need to
know if their kids are ready to be on social media or not.

[9] A survey from the Pew Research Center finds that 59% of U.S. teens have personally experienced
at least one of the six types of abusive online behaviors which are:

-Offensive name-calling

-Spreading of false rumors

-Receiving explicit images they didn’t ask for

-Constant asking of where they are, and what they are doing, by someone other than a parent
-Physical threats

-Having explicit images of them shared without their consent
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And the most common type of cyberbullying was offensive name-calling.
In our research, we talk about the impact of cyberbullying on young people aged 10-25 in North
Macedonia.

4. Methodology

The total sample included 73 young adults from the Republic of North Macedonia. 42.5% were
female and 57.5% were male with an average age of 20-25 years old, ranging from 10-25 years.

In this research was used Google Forms as a survey tool. In our survey, we had different questions
like which sex our respondents are, how old are they, what social networks they use, and whether they
share posts privately or publicly.

Our questions were answered by multiple choice, submitting a text and only one answer.
In our work, we surveyed 73 people in North Macedonia.

We distributed the survey through communication channels such as Discord, Facebook, Reddit,
LinkedIn, and among students from 10 to 25 years of age.

We collected the answers in about three months.

The results of the research are presented and discussed in the next section.

5. Results

According to the picture, we can notice that 57, 5 % of our survey was answered by boys, and 42, 5 %
by girls.

lam

73 responses
@ Male
® Female

Figl: More than half of our respondents are male

We asked our respondents what age they are and 80.8% answered that they are 20-25 years old,
17.8% are 15-20 years old and very few are 10-15 years old.

What age you are?
73 responses

® 10-15 years old
@ 15-20 years old
20-25 years old

e
17.8%

Fig.2: The average age is 20-25 years old

We asked our respondents which social networks they use, and as we can see, the largest percentage
of them use Instagram (94.5%), and the least use Snapchat (24.7%).
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Which social networks do you use?
(you can choose more)

73 responses

Facebook 59 (80.8%)

Instagram 60 (94.5%)

Twitter 22 (30.1%)

TikTok 31(42.5%)

18 (24.7%)

Snapchat

0 20 40 60 80
Fig.3: Instagram and Facebook are the most popular social networks in our survey

We asked our respondents with whom they share their posts on social networks and 67.1% share them
with their Facebook friends, 26% publicly, and a small number of them share privately, that is, only

they can see the posts.

With whom you share your posts on social networks?
73 responses
@ Only for me (private)

@ With my facebook friends (friends only)
Public posts (public option)

Fig.4: Friends only option on Facebook is used more than the public option

What pleases us is that 100% of our respondents answered that they had heard of the term
cyberbullying.

Have you heard of the term Cyber Bullyng?

73 responses

® Yes
® No

Fig.5: All of our respondents heard of the term cyber bullying

We asked our respondents if they had experienced cyberbullying or if they knew someone with such a
case, so 35.6% knew someone with such a case, 23.3% had experienced bullying and 41.1% had not

experienced bullying.

Have you expereinced cyber bullying or do you know someone who has?

Fig.6: Most of our respondents never experienced cyberbullying, after that they know someone

73 responses

@ It happened to me
@ | know someone with that case
It hasn't happened to me

We asked our respondents whether in their case ordinary violence (physical or psychological) turned
into cyberbullying or vice versa and 57.5% answered that it did not turn into cyberbullying, 21.9%
started as usual and then turned into bullying and 20.5% it started as bullying and turned into ordinary
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In your case, has ordinary violence (physical or mental) turned into cyber bullying or
vice versa?
73 responses
It started as ordinary violence, but it also turned into

® cyber bullying
o !tstarted as cyber bullying but it didn’t turn into

ordinary bullying
It didn’t turn into cyber bullying

-4

Fig.7: Peer bullying among students is here, whether is online or physical

We asked our respondents if they had received a threatening message online and as we can see 53.4%
never received it, 41.1% rarely received it and a small percentage often received such messages.

Have you received a threatening message online?

A4

Fig.8: Most of our respondents never encountered a threatening message online

73 respenses

@ It rarely happens to me
@ It happens to me often
Never happened to me

We asked our respondents how they felt when they received a threatening message online and as we
see most of them (55.8%) did not pay attention to the message, 32.7% got annoyed and a small part of

them (21.2%) were sad.

If you received a threatening message online, how did you feel at that

moment?

52 responses

I got annoyed 17 (32.7%)

I was sad 1 (21.2%)

It wasn't a problem for
me and | wasn't paying
attention

29 (55.8%)

30

Fig.9: Most of our youth had no problem if they ever received a threatening message online

We asked our respondents if they shared their problem with someone older than them and most of
them (60.3%) did not share, 34.2% shared the problem, while a small part of them did not share

because of fear.
Have you shared your problem with someone older than you?

73 responses

® Yes
® No
| wanted to share my problem but | was afraid

Fig.10: Most of our respondents didn’t share the problem

We asked our respondents how often they encounter bad words on social networks and 78.1% often
encounter them, 19.2% sometimes, and a small part of them never encounter them.
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How often do you encounter bad words on social networks?

73 responses

® Often
® Sometimes
Never

Fig.11: Bad words and threatening messages are often present

We asked our respondents if their pictures/personal information had been misused by friends/society
people and 64.4% said no, while 35.6% said yes.

Have your photos/personal information been misused by your
relations/friends/society people?

73 responses

® Yes

Fig.12: A small percent of our respondents said Yes according to our question

We asked our respondents if they would seek help from a psychologist if they experienced bullying in
order to resolve the situation more easily and 58.9% answered no, while 41.1% answered yes.

Would you seek the help of a psychologist if such an unfortunate event happened to
you in order to overcome the problem more easily?

73 responses
58.9%

Fig.13: The scary part of the answers to this question is that most of our respondents won't seek
help if bullying occurs to them.

® Yes
® No

We asked our respondents how long it took them or a peer to recover from experiencing
cyberbullying and 74% answered less than a year, 16.4% more than a year, and 9.6% a year.

How long did it take you or your peer to recover from experiencing cyberbullying?

® Less than a year
9.6% ® One year
More than a year

73 responses

Fig.14: The good part is that our respondents recover quickly from cyberbullying
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We asked our respondents if they think that social networks successfully deal with cyberbullying and
most of them (91.8%) answered no, while 8.2% answered yes.

Do you think social networks are successfully dealing with cyber
bullying?
73 responses

@ Yes
® No

Fig.15: Our respondents think that social networks successfully deal with cyberbullying

We asked our respondents if they had ever reported a comment/picture/profile that was associated
with cyberbullying and most of them (75.3%) answered more than once, 16.4% reported once, and a
small part of them not once.

Have you ever reported a comment/image/profile that associated you with
cyber bullying?
73 responses

@® Not even once
® Once
More than a once

Fig.16: The reporting occurs more often according to our respondents

Our respondents gave several answers regarding what they would do to prevent cyberbullying:
-Education
-Providing support, in order to reduce the consequences
-Making friends if the person knows each other, helping them overcome it and talk to someone
-Reporting of profiles that commit violence in cyberspace
-Telling the person doing the cyberbullying to stop it because
hurts someone else doing it knowingly/unknowingly
-Advice for seeking help from an adult (educators, friends, school psychologists, and parents)

6. Conclusion

As we can see from the answers of our respondents, to help people who are bullied online, it is
necessary to seek help from an adult (educator, parent, psychologist). We agree with the answers that
suggest asking for help from an adult and not hiding the problem because things don't get solved
without sharing.

We are all human and everyone needs help from the "outside™ in life. If the problem is kept inside, the
person may shut down and ignore the environment. Man is not created to live alone, every problem, if
it cannot be solved alone, is solved with the help of others. Not all people have bad intentions towards
us.

The other step is to always report such profiles no matter where we are on the Internet and not pay
attention to them. There are thousands of comments on social media, but not all of them should be
considered because they are all on a different topic.

Parents need to talk to the parents of the cyber bully and find a non-confrontational solution to the
problem, without adding fuel to the fire and supporting the cyber bully.
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Advising classmates to report the problem and not remain silent, to tell the cyberbully that it is
wrong, that we are all human, and that sometimes we can feel the same regardless of whether the
person being bullied did something wrong (insulting, humiliating, etc.).

Parents should show more interest in their children as and when they use their electronic devices.
They should at least see if their children are messaging strangers on social media or posting
inappropriate comments on social media or online sites. For example, they should check browser
history, view history, comment history, etc.

We sincerely hope that cyberbullying will stop because everyone deserves to have a good life.
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Abstract. Although there are certainly benefits to using the Internet of Things, it is vital to provide
improved security and privacy of the used devices so that their usability, speed, and scalability are
not compromised. The question of whether an individual's privacy is compromised by this storage
of the vast amount of data that the sensors have collected emerges. We lose control and the freedom
to display ourselves whichever we choose if our privacy is violated. The issue of added dangers for
these devices emerges given the enormous number of Internet-connected gadgets and the growing
trend in this number. Are they secure enough? How trustworthy are they? Are people's privacy rights
compromised by ongoing data collection?

Keywords: Internet of things, privacy, Big Data, smart cities

1. Introduction

Today, the phrase "Internet of things" (Internet of things) or "loT" is frequently used to describe
physical objects or "things" that have embedded electronics, software, sensors, and are connected or
networked to enable data exchange with servers, centralized systems, and/or other connected devices
based on various communication infrastructures. 0T applications enable network objects to affect their
physical surroundings by acting physically as well (Bertino, 2016). The Alliance for IoT Innovation
supports the European Commission's principal work programs on the Internet of Things (EC, 2016).

The phrase "Internet of Everything" has lately surfaced in addition to the term "Internet of Things,"
and it is described as the intelligent linking of people, processes, data, and devices (Erl et al., 2016).

The Internet of Things, like all new technology, has both positive aspects (such savings and a
decreased greenhouse effect) and unsettling aspects (like the potential for privacy violations). By
installing light sensors, it is possible to assess how much light is present in each area and switch on the
lights only when necessary. This saves energy and lowers lighting expenses, but it also allows for the
detection of pedestrian traffic..

Anytime, anywhere, and anything is a common association with the Internet of Things concept. It is
important to keep in mind that with the idea of being "always on," 24 hours a day, 7 days a week,
recording of the environment and our bodies' parameters may occur in some circumstances against our
will. Can loT harm our privacy in this way? How safe is it? 10T is a growing part of both people's and
businesses' everyday lives, so it's important to strike the right balance between keeping corporate
operations running smoothly on the one hand, and privacy and security on the other.

2. Smart Devices

Households already employ "smart" appliances like the smart thermostat, smart air conditioner, smart
refrigerator, and smart smoke detector. The smart thermostat adjusts its energy use in accordance with
the owner's behavioural patterns. However, the thermostat tracks and logs more than just energy use; it
also keeps track of indoor temperature, humidity, ambient light, movement, and other factors (Schneier,
2015). In order to enhance energy efficiency, a smart air conditioner may learn about owner preferences.
The intelligent refrigerator keeps track of when the food is correct/fresh. A smart house can use a wider
variety of sensors. If we want to build a smart electrical system that affects the efficient use of energy
and lessens the greenhouse effect, all of these gadgets will be crucial.
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The first thermostat with Internet connectivity was developed by the Nest! firm, which is now a part
of the Google Store. The current price of the third-generation smart thermostat is $249. For $3.2 billion,
Google acquired Nest in 2014. On its website, the firm claims that since 2011, smart thermostats have
prevented the use of about 14 million MWHh (Nest, 2017). Along with selling a smart thermostat, carbon
monoxide and smoke detectors, Nest also has a full line of future sensors planned.

A smart thermostat, for instance, analyses the owner's behavior patterns and adjusts as necessary to
use energy effectively. The smart thermostat not only captures the indoor temperature but also humidity,
ambient light, and movement.

Health-improving fitness equipment gathers and analyzes information about our bodies. For instance,
a fitness tracker like a Fitbit (www:.fitbit.com) or Jawbone (www.jawbone.com) gathers data on our
motions while awake or asleep and examines our exercise and sleeping patterns. Additionally, this
information can be found online.

Figure 1 displays the data obtained using the Jawbone bracelet, which tracks and analyzes
information on our activity level, sleep patterns, and the number of calories we've burned.

Figure 1. View analysis results using the Jawbone? app

Applications for personalized medicine and health care are constantly collecting data from numerous
devices, with the human body emerging as a significant source of data. All information gathered is
stored in the cloud and/or sent to other devices such mobile phones (and may be sent to third parties)..

3. Big data and Internet of Things

Big data is a relatively recent phrase that is being used more frequently. Big data is the field that
deals with the analysis, processing, and storage of substantial amounts of data, which frequently
originate from several sources. Data sets are growing larger and more varied.

The idea of big data is not new and is influenced by technology, therefore the amount of data that
qualifies as large data has evolved through time. For instance, 20 years ago, 1 GB of data was seen as
a Big Data problem and required specialized computing resources to be used, however today, 1 GB can
be moved, processed, and stored without any issues.

Based on the first letters of the phrases volume, velocity, and veracity in the English language, big
data is frequently said to have three V-shaped properties. The five V qualities (Volume, Velocity,
Variety, Veracity, Value) will be employed in the current definition because other characteristics were
later added to these three fundamental ones.

When conventional data analysis, processing, and procedures are insufficient, big data solutions are
used. In these cases, many unrelated data sets are matched, a sizable volume of unstructured data is
processed, and hidden information is discovered in time-dependent data.

! https://store.google.com/us/category/google_nest?hl=en-US
2 jawbone.com

46



13th International Conference on Applied Internet and Information Technologies AllT2023, October 13th 2023, Bitola, Republic of North Macedonia

The following characteristics of data produced by Internet of Things applications are listed by Chen
et al. (2014):

e A significant volume of artificially manufactured data, ranging from straightforward numerical
data to sophisticated multimedia data (video). Data that is "historical" as well as currently collected
are evaluated and processed. With more gadgets connected to the Internet, there will be an increase
in the volume of data generated.

¢ Due to the wide range of devices used to collect the data, the data is heterogeneous. Most of the
data that were gathered were unstructured or semi-structured.

o Jaka korelacija vremena i prostora u podacima generisanim u uredajima Internet of Things. Svaki
uredaj za skupljanje podataka je postavljen na odredenu geografsku lokaciju, a u podacima je
sadrzano i p’vreme. VVremensko-prostorna komponenta podataka je izuzetno vazna i prilikom
analize podataka.

e Postojanje velike koli¢ina Suma tokom skupljanja i prenosa podataka u IoT. Medu skupljenim
podacima sa uredaja, nekada ¢e samo mala koli¢ina neuobicajenih podataka biti zna¢ajna. Na
primer, tokom snimanja (nadziranja) saobracaja videom, nekoliko video frejmova koji su snimili
saobracajne prekrsaje ili nesre¢e su mnogo znacajniji od onih koji su snimili normalan tok
saobracaja.

e The data produced by Internet of Things devices show a strong link between time and space. The
data contains p'time and each data collection device is positioned at a particular geographic
location. When assessing the data, the data's time-space component is equally crucial.

e The presence of significant noise during loT data collecting and transmission. Only a small portion
of the unexpected data that the device collects will occasionally be important. For instance, many
camera frames that captured traffic offenses or accidents during video recording (surveillance) of
the traffic are far more important than those that captured the usual flow of traffic.

It is obvious that gathering a lot of data makes sense if it is examined. Based on real-time data from
traffic, social media, and weather information, smart cities can optimize traffic flow.

4. Privacy of Data

The security of these devices, their networks, and the data itself will be of the utmost significance as
the 10T expands and more gadgets become connected. The greenhouse impact can be minimized, living
can be made easier, and big savings can be gained by gathering a lot of data, but one should also be
mindful of the issues they can lead to. Management based on sensor data has the drawback of being
more susceptible to attacks from various hackers.

With a balance between security and flexibility, encryption techniques must be effective and scalable
over a large number of 10T devices with constrained computational resources. The software that runs
on these devices needs to be safeguarded, and patch updates, network attacks.

In 2015, 90% of major corporations experienced a cyber assault, up from 81% in 2014, and 81% of
smaller enterprises registered attacks, up from 74% in 2014, according to research from the year prior
(PriceWaterhouse, 2015).

Although the Internet of Things has many benefits, including lower prices and a reduction in some
global consequences (such as the greenhouse effect), it also comes with a significant issue. The issue is
that the release of sensitive information, which violates an individual's right to privacy, occurs
concurrently with the use of 1oT. Sensitive medical information may so mistakenly be divulged, for
instance, when keeping track of a person's health. Even non-personal information, like the apartment's
interior temperature, can be used to determine whether or not there are occupants and how they spend
their time if it intersects with knowledge of the air conditioning system's operation.

Additionally, the issue of whether decisions made without using human expertise and instead using
analytical algorithms arises. Do we need to worry about potential flaws in the software that uses sensors
to manage the outdated infrastructure?

Privacy is one of the characteristics that must be achieved in order to attain information security by
the very meaning of the term. The protection of information's availability, privacy, and integrity on the
Internet is referred to as internet security. (2015) SRPS ISO/IEC 27032. According to ISO/IEC 27033-
1:2009, the Internet is a networked worldwide system that is open to the public. According to SRPS
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ISO/IEC 27000:2016, the definition of privacy is the property that information is not made accessible
to or disclosed to processes, entities, or people that are not allowed. However, there are situations when
security may come at the expense of privacy.

Due to the widespread surveillance of people and the massive amounts of data we receive from
various sources, privacy is one of the key issues in 10T applications. When adopting the 10T, this
requirement poses a significant difficulty for the user because several sensors are gathering personal
data (Vasilomanolakis et al. 2015). This will be an even bigger difficulty in the future if we consider
the fact that the number of sensors will keep increasing. Models that "anonymize data" do exist, however
Vasilomanolakis et al. (2015) found that they were either insufficient or difficult to utilize.

It's a prevalent misconception that since people haven't done anything wrong, they shouldn't worry
about data protection. But is it truly the case? Do you want the public to hear the private chat you had?
Do you require drapes for your bedroom? When we are alone or with close friends or family at home,
we can unwind and act in a way that we most definitely wouldn't act at work without breaking the law.

In order to uphold a person's dignity and respect, they have the fundamental right to privacy. We
can choose how we want to display ourselves to the world by choosing our level of privacy.

Biologist Peter Watts stated that mammals perceive surveillance as a threat, and this makes them
paranoid, aggressive and vengeful. (Watts, 2014). Surveillance makes us feel like prey, and controllers
feel like predators.

Studies have shown that constant surveillance is not healthy physically or emotionally, even the
perception of constant surveillance, and creates feelings of depression and/or anxiety (Schneier, 2015).
Violation of privacy is not the same for everyone, marginalized groups are more exposed, and also those
in important positions, who are under the constant approval of people are even more exposed.

5. Conclusion

The issue of data privacy is growing more important as a result of the vast number of devices that
are online. It is possible to consume less electricity because of Internet of Things applications, but data
will also be supplied about how people move around their homes and how they spend their time;
intelligent street lighting will gather information about how people move outside. We will all constantly
be under surveillance, different types of environmental data will be continuously collected, and what is
particularly unsettling is that that data will be preserved forever. Cameras and other utilized sensors will
only get better, smaller, and more mobile.

With the development of the Internet of Things, new problems have emerged, such as how to stop
devices from gathering and/or broadcasting information about the user's location and other contextual
data, as well as how to help users comprehend the advantages and disadvantages of sharing personal
data..

Because of this, the question of how much of an advantage the Internet of Things has in comparison
to its risks and drawbacks arises. Is it possible (and how) to optimize and manage the kind and quantity
of data that is gathered, as well as how it is processed, in order to lessen the danger of misuse and keep
the advantages of improved resource management? The lives of citizens, the economy, and the
environment would all be significantly impacted by a potential cyber attack on any essential
infrastructure or social function in a large city.

All parties engaged in its storage, management, and use should take careful precautions to protect
such information. It is crucial that users/subjects understand the breadth, content, and potential uses of
the information acquired in this fashion. This is especially true for the population living in large urban
areas. The following stage of development should offer convenient, straightforward solutions that will
enable users to preserve their privacy and promote anonymity depending on the unique circumstances
in order to capitalize on the advantages of 10T and prevent potential abuses.
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Abstract:

Governments all over the world have had to continually come up with new strategies to advance
and build e-government as a result of the incorporation of the newly developed digital technologies.
As the front office is directly tied to communication, there is an ongoing push for new ways to
communicate during the process of public services delivery. Social media platforms, as the most
common phenomenon that technology has to offer to humanity, have shown to be effective tools
for communication exchange. Social media are recognized as “window of opportunity” and crucial
component of integrated service delivery for e-government development. This article focuses on
personalized public services as the highest level of sophistication that some public services can
acquire in the context of e-government projects aimed at becoming smart government. The paper's
research technique is a case study of a current situation in the Republic of North Macedonia. The
motivation for the proposed solution comes from the most recent published research on nations with
comparable levels of e-government development. The purpose of this study is to point researchers
and IT professionals in the direction of incorporating social media into the service delivery process
for public services that can achieve a level of personalisation.

Keywords:
social media, integrated service delivery (ISD), proactive public services,

1. Introduction

From past to the present, e-government has been associated with monitoring and applying the latest
technologies, with the aim of leveraging their benefits in enhancing the level of operation of institutions,
on the one hand, and improving and facilitating the delivery of public services to users, on the other hand.
Although the back office and the functioning of the institutions, along with their connection and external
functioning, is the core of e-government [6], the segment of the front office is the part of the public sector
that receives the most attention from those who invest (i.e. the state), and those for whom those investments
are intended (i.e. citizens).

The incorporation of digital technologies has revolutionized the way governments provide services to
their citizens. The complexity of digital public services varies, and such services can be delivered in a
variety of manners [18]. Hence, the improvement of the citizen-government relationship is the most
important task placed on the way to achieving the government’s challenges for the citizens and within their
objectives. Although at the beginning the goal of online services was to make the delivery of services more
user-friendly, today this is no longer enough: the focus is placed on the delivery being adapted to the habits
of citizens regarding the use of technologies. Even more, the focus is slowly shifting towards reducing the
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administrative burden of citizens, by achieving proactivity on the part of the state in the realization of a
certain number of services that allow it. Scholta and Lindgren [26] suggest that public organizations need
to be proactive in digital public services in the approach to their clients / for what concerns the approach to
their clients / so as to approach their clients. This means that the state has to sustain a process of continuous
improvement of the interactions between users and government. In this context, IT specialists, fostered by
the intense development of numerous digital technologies and their widespread application, were pressured
to provide various creative ideas for integrating those technologies. The purpose of such integrations is to
meet the citizens' requirements, as much as feasible. So, IT experts use already existing information on
citizens’ technology use and application habits , and create service delivery customized to the users’ habits.
This has led governments to consider integrating existing and widely used technologies and accomplishing
integrated service delivery (ISD).

ISD, can be defined as the act of bringing together and merging digital technologies for the delivery of
public services, in order for citizens to have seamless access to these services, depending on their
preferences and needs [14].Such system opens the possibility for further development: namely, it gives the
government an opportunity to change its approach from reactive to proactive. Although a number of
solutions, frequently technical, have been elaborated to support ISD, the authors agree that there is still
opportunity for future research in terms of the digital technologies that may be included in ISD.

As social media become “window opportunity” because of their widespread use, attempts are carried
out to identify the ways to leverage these platforms in e-government initiatives, in order to facilitate
communication, encourage citizen engagement, and optimize public service delivery [5]. UN [28] as an
international survey, indicate that four out of five countries now have a national information portal
containing links to government social media accounts, on platforms such as Facebook and Twitter. This
situation results in a high uptake of online services, which is especially important on the path towards a
fully digital government. Unfortunately, only a limited number of countries can brag of such
accomplishments, which also serve as an excellent example of a benchmark. According to the EU's e-
Government Benchmark for 2020, North Macedonia is ranked at the bottom of the list comprised of 44
countries covered by the study, in respect to the possibility for complete online service [7].

The paper shed light on the specific challenges faced by Macedonian citizens in the process of renewing
personal documents, showing the shortcomings and the wrong, extremely outdated and dysfunctional
concept behind the system created in e-government direction. As a result, the Macedonian scenario presents
an intriguing framework for exploring the potential benefits and problems of integrating social media into
e-government services, as part of an ISD which can lead to the creation of a stable base for a proactive
approach of the state towards the citizens, especially for what concerns the delivery of certain public
services.

This paper is structured in five sections, as follows: section 2 discusses the state of the art of social media
and e-government research. In the third section we briefly elaborate on social media and integrated service
delivery. Next, in section 4 we present a specific case study that can be used as contribution to theory and
to streams of administrative burden and proactive digital public service produce — this represents the
scenario where social media are used as part of the ISD. Finally, section 5 of this paper draws several
conclusions and recommendations for further research.

2. Social media and e-government: the state-of-the-art

Almost a quarter of a century ago, an increase was noticed in the need to get more value out of public
administration information technology investments, and the discussion over how to do so is becoming
progressively more heated. As a result of this, many e-government programs and research efforts are
centered on improving online service delivery [15]. Modernization of services through processes of
reconstruction, and the adoption of new information technologies and systems, are often fundamental
components of such improvement efforts [12].

51



13th International Conference on Applied Internet and Information Technologies AllT2023, October 13th 2023, Bitola, Republic of North Macedonia

In the second phase, following the rapid increase of ICT (Web 2.0), the possibility of social media
becoming an important aspect of e-government development appears obvious, and the hope is that such
development will have a substantial impact on how services are delivered in the public sector [19]. Creating
new service delivery channels to serve citizens, and especially including social media as a channel, in
conjunction with other technologies and applications, is recognized and recommended as a way of
providing citizens with accessible tailored e-government services [3].

During the past decade, a body of research articles on the potential importance of social media in e-
government emerged. Some papers are related to literature reviews [10, 12], while others are focused on
describing and analyzing specific case studies where social media are involved in e-government
functionality [9, 13]; Tursunbayeva and her colleagues [27] “identify, classify, critically appraise and
synthesize the corpus of published research evidence relevant to the adoption, use and impacts of social
media for e-government in the public health sector” with focus to social media as a channel for organization-
citizen interaction (dissemination and feedback). Bharosa and his colleagues [4] analyze integrated service
delivery from a government institutions aspect, having for focus a set of principles needed for ISD
functioning, including social media as one of the channels. However, there is still very little empirical
research on governments’ use of social media platforms [16]. Some of the studies explore how to leverage
social media to achieve e-government goals such as e-participation [2]. Going even further in this direction,
some of the authors investigate Facebook posts as something that requires human attention, and therefore
makes it a challenge for government organizations to engage through this medium to communicate with
their citizens [8]. Only a small portion of this pool of research publications explores how social media
could potentially be integrated into the service delivery process [19].

Recently, the researchers gathered citizens’ opinions and attitudes on the use of social media in
communication with public institutions. The goal of this research [12] is to discover what factors can
persuade citizens to use social media for public service delivery; the outcomes of this study are intended to
aid government organizations and policymakers in making decisions to provide a more citizen-centered
service delivery.

Adae et al. [1] give examples of cases for integrating e-government portals with social media accounts
in the African public sector. They determined that the usage of government portals to provide e-government
services can be supplemented by social media accounts that provide information about the services and
“serve as an avenue to engage the public about e-government services”.

Some researchers point out the proactivity of public organizations to be desirable in the digital public
services delivery. Proactivity advocates advise public institutions to change their approach to the citizens;
citizens to receive public service even if they do not do anything or merely only confirm that they want that
public service. Scholta and Lindgren [26] contribute to this theory by defining the conceptual changes that
proactivity necessitates in digital public services. The importance of their work comes from their call for
collaborative research by scientists from public administration, information systems, and service
management, to connect the flows (administrative procedures) related to the administrative burden of
citizens in order to achieve state proactivity in terms of delivery, through the integrated delivery of services
employing various technologies.

3. Social Media and Integrated Public Service Delivery

3.1. Integrated service delivery (ISD)

The main problem in public service delivery is the fragmentation of each department and the scarce
attention paid to information system development and user needs. The fragmentation and ,,silo” government
structure complicates easy communication, and this results in customer dissatisfaction.

Public agencies continuously supplement their service delivery channels with online services, in order
to improve service delivery and to make it more user-friendly. The policies and rules for improving service
delivery are mostly based on customer oriented management paradigms, and they do not take into
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consideration complex customer interaction processes [4]. As a remedy for “the fragmented landscape of
public administration” [22] Integrated Service Delivery (ISD) is developed.

ISD is the process of bringing and fitting together government services, so that citizens can access these
services in a seamless fashion, based on their wants and needs [14]. All actors included in the process of
creation of ISD (architects, designers, system developers, programmers, administrative staff) need customer
expectations as input, as well as information concerning citizens’ use of public services through
technological means.

ISD covers a wide range of initiatives: in the past it concerned traditional channels (such as the telephone
and service desk) which remained from the online channel that include services over the Internet or via
unstaffed kiosks. As a result, citizens and businesses now use a variety of channels to contact a public
agency; the separate development of different channels of communication available for a single service
(multi-channel delivery) has resulted in inconsistencies of interfaces. To overcome the drawbacks of
multiple-channel service delivery, the different channels should be integrated and coordinated. Creating
ISD has advantages for both the government and its clients.

3.2. Social media

Social media is regarded as a component of the Web 2.0 movement, which is distinguished by user-
generated content, online identity building, and relational networking. Social media programs such as
Facebook™ and Google+™, microblogging services such as Twitter™, blogs, wikis, and media sharing
sites such as YouTube™ and Flickr™ are all examples of social media [23]. According to Landsbergen
[16] the social media is a set of tools that serve several social communication needs; a communication tool
rather than an IT application; a tool that supports communication within social networks.

Social media is rapidly growing, because it supports some important social needs. Governments will
need to use social media in the process of service delivery because of the following two reasons:

e firstly, social media as a tool: 1) allows individuals to use human and other networks more easily;

2) expects interactive rather than broadcast communications; 3) is powerful because it uses
"multimedia” content (video and audio), not only text; and 4) relies on measures and objectives to
facilitate communication. Its effectiveness comes from allowing two-way, interactive
communication. People desire quick access to the information they require and to the relationships
they wish to build.

e Secondly, metrics are a critical point, since they are an integral component of this culture. Messages,
postings, and communications, are all counted by people in various groups. These network-influence
indicators emphasize the importance of the message and the communicator. The open-source nature
of the technology allows for the collection of this data.

3.3. Proactive public services

Public services are defined as services provided to the public to address social or economic ills or issues,
as well as any instance in which citizens, businesses, or others, interact with the administration and some
form of information or financial exchange occurs [21].

Proactive public services are services that a public organization “pushes” toward citizens or businesses
based on their needs, circumstance, personal preferences, life events and location [17]. A public sector
organization operates proactively when it approaches the recipient before the recipient contacts the public
sector organization [25], thus acting ahead of time.

As proactive public services can be considered a next step in digital government development [17],
they are usually based on digital public services, services that are delivered or mediated via digital
technology.
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4. Macedonian Case Study

Macedonia's adoption of e-government, and thus of the means of realizing service delivery, is quite
disintegrated and unclear, as in many other countries that are in the middle of the process of e-government
development. In such countries there are a variety of avenues for information sharing, through both
traditional and online channels, although the traditional one remains dominating. Through different phases
of e-government development there are attempts for online public service delivery: each institution has its
own website with online services; there is a One-Stop-Shop - www.uslugi.gov.mk; but also e-government
kiosks have been constructed in the larger towns. Some of the online services just provide information, such
as contact information (e.g. information for phone calls, as a method of communicating with government
institutions, and e-mail address), but others provide different online applications or tools. It is very rare to
have a complete online service delivery. Within the context of e-health, Macedonians receive individualized
service: for instance, when they have an appointment with a specialist they receive a SMS reminder. In
general, the majority of service delivery still happens through traditional means (e.g. institutional front desk
and paper documents). The TV and the radio are the most commonly utilized channels by the government,
to deliver information to the citizens (one-to-many), and sometimes social media are employed, too. The
One-Stop-Shop option is weak, and mostly information-based. Moreover, if some examples of complete
online service delivery exist, they are not user friendly. Some websites should allow citizens to simply
apply for scheduled terms to approach institutions, but this functionality is frequently out of order and
poorly organized (e.g. the citizen must manually check which term is free - the system does not
automatically present free terms, which leads to an unnecessarily time-consuming research for free terms).

This study presents an uncommon circumstance that occurred in the Republic of North Macedonia. As
a result of the country’s renaming, it is required by the law that all citizens' personal documents, regardless
of their expiration date, be replaced with new ones, from May 2023 to February 2024. As a result, the
Ministry of Internal Affairs (MIA) is required to issue personal paperwork such as ID cards, passports, and
driving licenses to all Macedonians. This places a significant strain on the institution's capabilities,
especially since many Macedonian residents living abroad visit Macedonia over the summer and, as a result,
must apply for, and receive, these public services. It is critical to remember that these services are
sequential: first, ID cards, then passports. Each document issuing procedure takes an average of 10 days.

All service delivery begins with informing, especially when it is not the typical issuing of documents,
as in this case. The procedure of issuing documentation necessitates applying for a term, filling out an
application in person in MIA premises, being present at the institution for taking photos, waiting for
documents to be issued, and physically being present at the institution to collect the personal document.
The overall process of issuing these services was as follows: citizens were informed by the government
mainly utilizing TV and radio as traditional tools, and online information was also employed, via the
ministry of Internal Affairs' website. Social media platforms such as Facebook and Twitter were used, too.
At the beginning, to take an appointment to visit MIA it was necessary to use a tool on the Ministry of
Interior Affairs’ (MIA) website, that was, however, not sophisticated. This function has stopped working
in the past 3-4 months, shortly after the law went into effect, and now, at its place, the MIA's website
provides information regarding phone calls as a channel for service dating. The number found on the
website refers to a call center that provides assistance to MIA, but getting a hold of service is often
problematic. A large number of citizens confronted with this circumstance visit MIA offices in search of
information, or to schedule appointments. Furthermore, another absurd situation takes place - a citizen who
needs to change all three personal document, in an ideal time table of 1 month, needs to visit the MIA
facilities minimum three times.

5. Conclusion and Contributions

A number of public services, such as personal documents (ID, passport, driving license), have limited
duration. This characteristic allows such public services an opportunity to potentially achieve the highest
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level of sophistication of online services in e-government. To reach the so-called personalization phase of
e-government development, the government must "take care" of the day of expiry of documents and notify
individuals about it on time. Attaining this level of sophistication in public sector delivery relates to a higher
level of e-government development known as smart government. Smart governments shift their function
from reactive to proactive, which means they initiate and execute services without prior engagement or
application by residents. This kind of situation requires the governments to find a cheap, but also very close
communication channel to the citizens, closest to their habits.

Social media has become a platform that is easily accessible to anyone with Internet connection, and the
favorite communication channel for a large number of people. So, it has opened the door for governments
to think of utilizing such channel in a strategic way and to benefit from social media in the process of service
delivery as part of the ISD. This is especially related to public services delivery that can lead the government
to become a smart government by interacting with its citizens in an effective and efficient way, according
to citizens’ habits of using technology. According to Dadashzadeh [8] a distinct approach is required, which
means that governments’ use of social media should be organized; governments should focus on
simplification and collaboration and,by using the most widespread tools, such as social media, it should
provide efficient client-focused services, though electronic delivery. In the strategy of creation of ISD
Scholta and Lindgren [26] suggest that public organizations need to be proactive in digital public services
delivery, where the organizations have to approach their clients, rather than the other way around.

The present Macedonian case study is a good example for the identification of obstacles as possible
opportunities for improvement. The lack of communication, need of two-way communication, user friendly
application form, and approach to service delivery through technological tools that citizens habitually use,
suggest that Macedonian e-government initiatives need to provide significant insights linked to the
integration of social media in the integrated delivery of public services within e-government.

The purpose of this study is to support and guide government officials, policymakers, and researchers
in making decisions on the strategic incorporation of social media in e-government service delivery. The
SMS reminder example in Macedonian e-health demonstrates that Macedonian e-government has the
potential to be proactive if it uses the most generally widespread communication technologies, which are
already a part of the population’s daily life, and are essentially inexpensive to use. The goal is to encourage
IT experts to explore ways to include social media into integrated public service delivery, for instance, to
create a tool to reach citizens with reminders; through such innovations the country would finally become
smart. This case study can be used as an excellent example that contributes to existing theory, since it points
out the problems that exist in digital public services and currently keep them from achieving a high level
of sophistication, and call for joint research by scholars of public administration, information systems, and
service management, to relate the research streams of administrative burden and proactive digital public
service.

This paper will contribute to the body of overall literature and knowledge on the incorporation of social
media platforms into the ISD process. The findings will shed light on the potential benefits of increased
involvement, improved communication, and streamlined service delivery as a result of social media
integration into the service delivery system. Future research is expected to show how integration can
streamline application processes, promote inclusion, and improve overall service delivery by demonstrating
the capabilities of social media toward achieving the ‘human-centered digital transition' that Ursula von der
Leyen, President of the European Commission, believes in [7]. In that direction, the challenge for the next
paper can be answering to the question “How can social media enable governments to enact a better
proactive service delivery in a way that they have never done before?"
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Abstract:

In this paper, the authors analyze social media algorithms and how they affect Internet
marketing strategies. In the modern business environment, enterprises must consider multiple
factors in the market. When developing Internet marketing strategies, the concept of
sustainability should be considered, as without it, the volume of new marketing strategies
would increase over time, increasing marketing costs. Therefore, effective and long-term
strategies are the potential key to success on the Internet. However, social media algorithms
pose a challenge when it comes to communicating online, and creating content for customers.
In this paper, the goal is to analyze social media algorithms and modern Internet marketing
strategies in order to develop a theoretical model. This model aims to concisely present the
dynamics between social media algorithms, Internet marketing strategies, and enterprise
competitiveness. The methodology used was theoretical synthesis. The data/studies were
acquired through databases such as Scopus, WoS, DOAJ, JStor and other. The paper
contributes to the existing body of literature and provides an appropriate basis for future studies
in this domain. This type of synthesis is not common, but it highlights the complexity of
relations between the analyzed subjects.

Keywords:
Social media, algorithms, sustainability, Internet marketing strategies

1. Introduction

In the Digital Age, social media platforms have emerged as dominant communication channels
influencing public discourse, consumer behavior, and cultural trends. Their significance has
transcended interpersonal communication to become invaluable tools for marketing, brand positioning,
and customer engagement. While traditional forms of marketing - such as television ads, print media,
and billboards - still play a role in advertising strategies, the focus has increasingly shifted toward
leveraging the dynamic environment of social media platforms [1]. A central aspect driving this
transition is the algorithms employed through these platforms, which serve as the underlying
mechanism for content dissemination and user interaction. Although social media algorithms are
complex, adaptive, and often opaque, their impact on Internet marketing strategies can be profound and
paradoxical.

On the one hand, algorithms enable unprecedented targeting capabilities that allow brands to engage
with particular user demographics [2, 3]. On the other, the ever-changing nature of these algorithms can
pose a challenge for sustainable Internet marketing, demanding constant adaptation to ensure long-term
visibility and engagement. Additionally, there are ethical and social considerations to account for, such
as algorithmic bias and information silos, which have potential ramifications for societal norms and
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values [4]. The current body of literature is broad regarding addressing social media, sustainability, and
Internet marketing strategies.

Previous studies in this domain noted that social media algorithms play a pivotal role in determining
what content users see on their feeds. These algorithms are designed around the primary objective of
maximizing user engagement by analyzing user interactions, the relevancy of the content, and various
other factors. While they have reshaped the dynamics of content distribution and made it possible for
content creators to reach audiences globally, they come with challenges. One major concern is the
creation of echo chambers, where users are repeatedly exposed to similar content, leading to a narrow
worldview and potentially facilitating the spread of misinformation [5].

Further, the algorithms' lack of transparency raises ethical questions. There's a growing demand for
platforms to make their algorithms more transparent and to strike a balance between content
personalization and diversity. This could prevent the undue concentration of influence and ensure users
are exposed to a broader spectrum of information, helping to combat the dangers of selective exposure
[6].

The digital age, while offering myriad benefits, also raises concerns about sustainability. Every
digital activity, from sending an email to streaming a video, has a carbon footprint due to the vast digital
infrastructures like data centers and networks that power the internet. As our reliance on these digital
services grows, so does the environmental impact. It becomes imperative to assess the sustainability of
our increasing digital consumption and its impact on the environment [7].

Addressing this challenge requires a dual approach. First, there's a need to transition digital
infrastructure to renewable energy sources, reducing the carbon footprint of digital operations. Second,
optimization of digital processes and algorithms can lead to reduced computational loads, translating
into lower energy consumption. Policy-makers, tech innovators, and stakeholders must collaborate to
make the digital ecosystem sustainable [8].

The landscape of Internet marketing has seen a dramatic transformation with the advent of data
analytics, artificial intelligence, and evolving digital platforms. Modern marketing strategies are data-
centric, allowing businesses to target audiences with unparalleled precision. This personalization,
driven by user behavior and preferences, enables companies to enhance their outreach and engagement.
However, this precise targeting brings its own set of challenges [9].

The line between personalization and invasion of privacy is thin. With increasing data breaches and
growing awareness about data privacy, there's a pressing need for transparent data handling and ethical
marketing practices. As the digital age progresses, businesses must constantly adapt and ensure their
strategies align with not only technological advancements but also the evolving values and preferences
of consumers [10].

However, fewer studies analyze social media algorithms in the context of sustainable Internet
marketing strategies and campaigns. This paper aims to fill this gap by qualitatively analyzing the
relationships between social media algorithms and sustainable Internet marketing strategies. The goal
is to analyze how algorithms shape user behavior, dictate content visibility, and, in turn, influence
marketing tactics and outcomes. Further, strategic adaptations essential for sustaining brand
engagement in a volatile algorithmic landscape are addressed. Finally, the ethical dimensions and long-
term implications of relying on algorithmically curated platforms for Internet marketing are considered,
suggesting a framework for sustainable and responsible practices. Understanding this relationship is
crucial for scholars, marketers, policymakers, and platform developers.

The paper has three main sections (excluding the Introduction and Conclusion). The first section
addresses social media algorithms. Next, sustainable Internet marketing strategies are presented
alongside the developed theoretical model. Finally, suggestions and guidelines for improving enterprise
competitiveness are given.

2. Social media algorithms

Social media algorithms are essentially sets of rules or a sequence of instructions designed to
perform a specific task - in this case, determining which content appears in the user’s feed and in what
order. They analyze numerous variables such as the kind of content the user likes, shares, or comments
on, who the user interacts with the most, and even how much time the user spends on a particular post
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[11]. This information is then used to create a personalized feed aimed to keep the users engaged on the
platform for as long as possible. Originally, social media feeds were largely chronological, showing the
most recent posts first. However, as these platforms grew and the amount of content increased, it
became harder for users to see everything that might be relevant to them. That's where algorithms come
in. They filter the content to show what the platform thinks is the most interesting or engaging. This
makes it easier to find content that is enjoyable but also means the user is less likely to see posts that
don't fit the algorithm's prediction of its interests [12, 13].

The primary goal of these algorithms is to maximize user engagement. The more the user interacts
with the platform, the more ads the users see, and the more data can be collected about their behavior.
This model is advantageous for businesses advertising on social media, but it also has its drawbacks.
For instance, these algorithms can create "echo chambers," where users are only exposed to viewpoints
similar to their own, contributing to increased polarization. Algorithms are also constantly evolving.
Social media platforms frequently update their algorithms to better capture user behavior or to introduce
new features. This means that what worked yesterday in terms of gaining visibility or engagement on a
post may not work tomorrow, requiring content creators and marketers to continually adapt their
strategies. Another criticism is that algorithms prioritize certain types of content over others, often
favoring sensational or controversial material that may not be factual but generates a lot of user
interaction. This has raised ethical concerns about the role of social media in disseminating information
and shaping public opinion [14].

At their core, social media algorithms are complex computational models that leverage machine
learning, data analytics, and user behavior metrics to curate and personalize content [15]. While the
specific mechanisms can differ between platforms like Facebook, Instagram, Twitter, TikTok and
others, some general principles guide how these algorithms work. These are [16, 17, 18]:

o Data Collection and User Profiling: The first step is collecting data. Every time the user likes a
post, shares content, follows a new account, or even spends time watching a video, this data is
collected. Some platforms also track behavior outside their app through cookies and other
tracking mechanisms.

e Content Ranking: The next step is to use this data to rank content. Not all content is treated
equally. Posts are usually assigned a relevance score based on how closely they align with the
user’s past behavior and preferences. This score can be influenced by numerous factors such as
recency, engagement, relevance, and relationship.

e Personalization and Context: Context also plays a crucial role. Algorithms consider contextual
factors like geographical location, the device that is used, and even the time of day to
personalize the feed. For example, the user might see more local news stories or posts from
local businesses based on the location data.

e Feedback Loops: Feedback loops are another important mechanism. If the users engage with a
type of content or a particular user frequently, the algorithm "learns" from this and shows them
more of the same, creating a loop that constantly refines their feed based on the most recent
behavior.

e A/B Testing: Social media platforms frequently conduct A/B tests to evaluate the effectiveness
of new algorithmic features or tweaks. These tests involve showing one set of algorithmic
criteria to Group A and a different set to Group B, then measuring which performs better in
terms of user engagement or other key metrics.

o Ethical and Societal Implications: While not a "mechanism" per se, it's important to note that
algorithms can perpetuate biases present in the data they are trained on or the objectives they
are designed to optimize. This can lead to ethical concerns such as the amplification of harmful
content, echo chambers, or biased viewpoints.

It's worth noting that most social media platforms are secretive about the specific workings of their
algorithms, mainly to prevent a manipulation or "gaming" of the system, but these general principles
are widely acknowledged to be in play. Understanding these mechanisms is crucial for anyone looking
to maximize their reach on social media, but it's also important for everyday users to understand how
their online experience is being shaped.
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3. Sustainable Internet marketing strategies

Developing a sustainable Internet marketing strategy that aligns with the dynamic nature of social
media algorithms is a challenging but necessary endeavor. One of the foundational principles of a
sustainable strategy is content diversification. Given that social media algorithms are designed to
respond to user behavior and preferences, a one-dimensional approach to content can leave a brand
vulnerable to sudden shifts in algorithmic priorities. Therefore, brands should not only spread their
efforts across multiple social platforms but also diversify the types of content they produce. Whether
it's long-form articles, short-form videos, or interactive polls, different forms of content will resonate
with various segments of the audience and also offer some level of algorithmic unpredictability. In
essence, content diversification acts as a hedge against the constantly changing landscape of social
media algorithms [19].

Algorithms are increasingly sophisticated, designed to reward content that genuinely engages users
rather than merely attracting clicks. The focus should be on producing high-quality, engaging content
that adds value to the consumer. This means investing time in understanding the target audience,
researching topics that resonate with them, and delivering content that is both compelling and useful.
While it may be tempting to flood social media feeds with a high volume of posts, such a strategy could
backfire if the content does not meet the quality metrics that algorithms are designed to measure. The
dynamics of social media algorithms often reward consistency and frequency. Consistent posting
schedules and regular interactions with the audience can improve visibility in their feeds. However, this
should not come at the expense of quality. Consistency should be about building a reliable brand image
that the audience can expect and look forward to, rather than a predictable volume of output. A calendar
of planned, well-thought-out posts can serve as a useful tool to maintain this balance between
consistency and quality [20].

Due to the ever-changing nature of social media algorithms, a static strategy is unlikely to remain
effective over time. Utilizing analytics tools to monitor metrics like engagement rates, impressions, and
conversions in real time can provide invaluable insights. Are certain posts getting more traction at
specific times of the day? Are particular topics driving more engagement than others? By answering
these questions and dynamically adjusting the strategy, it can remain one step ahead of algorithmic
changes [21]. Algorithms also take cues from how users are interacting with content. Simply put, a post
that garners more likes, shares, and comments is more likely to be favored by the algorithm. To take
advantage of this, marketers should focus on building a strong community around their brand. This
involves more than just pushing content; it also requires actively engaging with the audience by
encouraging user-generated content, responding to comments, and fostering discussion. As algorithms
evolve, they often prioritize new types of content, such as videos or interactive elements like polls and
quizzes. Brands should stay abreast of these changes and be ready to integrate new content formats into
their strategy. Video content, in particular, has been shown to generate higher engagement rates
compared to other forms of content, making it an important component of a sustainable marketing
strategy.

While chasing algorithmic favorability, it's crucial not to lose sight of ethical considerations. With
the increasing scrutiny of social media's role in public discourse, platforms are taking steps to penalize
content that is misleading, inflammatory, or harmful. Brands must ensure that their marketing strategies
are not just algorithmically savvy but also socially responsible [22]. Enterprises can better navigate the
complexities of social media algorithms by considering these elements in developing an Internet
marketing strategy, ensuring not just short-term gains but long-term sustainability.

Furthermore, based on the analyzed literature a theoretical model is developed. The model is
presented in Figure 1.
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Figure 1: Theoretical model

The model shown in Figure 1 suggests a close connection between sustainability and internet marketing,
suggesting that how companies present themselves online directly affects how competitive they are. A
significant shift in marketing paradigms has been made with the inclusion of sustainability into the
Internet marketing framework. Traditional marketing strategies may become obsolete as businesses and
consumers place more value on sustainable business practices. This model suggests that incorporating
sustainability into online marketing initiatives has intrinsic value. It implies that businesses that put a
priority on sustainable strategies will have a significant competitive advantage as a result, redefining
their relationship with customers in terms of loyalty, trust, and perceived value. Additionally, it suggests
a potential shift in how resources are allocated within businesses, with an emphasis on more
environmentally friendly tools and strategies rather than aggressive, non-sustainable online marketing
strategies. In actual operations, businesses can make use of this model. The organization's broader
vision and objectives can be set in motion by rethinking strategic planning to incorporate sustainable
principles. Budget allocations can favor sustainable online platforms and campaigns as financial
considerations are reevaluated. Employees can receive training to effectively understand and
incorporate sustainable internet marketing strategies. This model also provides a framework for open
stakeholder communication, highlighting the dedication to sustainability of an organization. On a more
practical level, market analysis supported by this model can help businesses stay flexible and adapt their
strategies to the state of the market.

4. Suggestions and guidelines

Based on the qualitative analysis of literature in the domain of social media algorithms, enterprise
competitiveness, and sustainable Internet marketing strategies, the following suggestions and guidelines
for improving enterprise competitiveness are noted:

e Expanding a brand's presence across multiple social media platforms can safeguard it
against the volatility of algorithmic changes on any individual platform. Different social
media sites have unique algorithms and user demographics, so a multi-platform approach
maximizes reach and adaptability.
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e Content diversification is another effective tactic for increasing a brand's algorithmic
resilience. Incorporating a variety of content types—videos, articles, images, and interactive
elements like polls—can resonate with different segments of an audience and introduce a
level of unpredictability that can be advantageous in navigating algorithmic preferences.

e While the frequency of posting can increase visibility, the quality of content remains
paramount. Regular audience surveys and engagement analytics can offer insights into
consumer preferences and behaviors. High-value, resonant content is more likely to be
shared and engaged with, which in turn, boosts its algorithmic favorability.

e Maintaining a consistent posting schedule can further enhance visibility and engagement.
Utilizing a content calendar allows for well-planned posts that coincide with peak audience
activity. However, this schedule should remain flexible enough to allow for real time
adaptation to trending topics or events.

e In terms of real time strategy adjustments, analytics tools that monitor key performance
indicators such as engagement, reach, and ROI are invaluable. These insights enable agile
strategy pivots, optimizing the effectiveness of social media campaigns. A/B testing of
different post types, timing, and content can offer additional data for refining marketing
strategies.

e Community building is a crucial component of a competitive strategy. Direct engagement
through live sessions, webinars, and Q&As, as well as encouraging user-generated content,
can leverage broader networks and enhance brand reach.

e Ethical considerations should not be compromised in the pursuit of aggressive marketing
tactics. Full disclosure of sponsorships, affiliate relationships, and other potential conflicts
of interest is essential for maintaining brand integrity and consumer trust.

o For sustained competitiveness, periodic keyword research and the effective use of hashtags
are indispensable. While these elements are basic, they ensure that content remains
discoverable and reaches targeted demographics.

e Creating easily consumable content can favorably position a brand within social media
algorithms. Such content captures attention quickly and encourages user interactions,
making it more likely to be promoted through algorithms. Continuous education on the latest
algorithmic changes is necessary for ongoing adaptability.

Finally, a well-coordinated, multi-platform marketing strategy that aligns with broader marketing
goals can result in a cohesive and more effective brand experience. Creating a synergy between online
and offline activities not only maximizes reach but also builds a robust and sustainable competitive
strategy.

5. Conclusion

In conclusion, the interplay between sustainable Internet marketing strategies and social media
algorithms is a dynamic and evolving landscape that has significant implications for the competitiveness
of enterprises. The multi-faceted approach discussed herein emphasizes the need for diversification,
quality, ethical considerations, and real time adaptability. The utilization of these strategies in synergy
with a deep understanding of social media algorithms can result in increased brand visibility, customer
engagement, and ultimately, a more competitive market position.

The strategies suggested offer a comprehensive yet adaptable framework that accounts for the
volatile nature of social media algorithms. They reflect the need for ongoing monitoring and
adaptability, backed by solid ethical considerations to ensure long-term sustainability and public trust.
However, the rapid changes in algorithms and audience behavior necessitate continuous research and
adjustment of these strategies for them to remain effective over time.

Future research could focus on several pertinent avenues. Longitudinal studies examining the
efficacy of these strategies across different industry sectors would offer valuable insights into their
universal applicability or the need for sector-specific modifications. Experimental designs involving
AJB tests could provide empirical data on the short-term and long-term effectiveness of particular
strategies, thereby contributing to a more nuanced understanding of algorithmic behavior. There is also
a need for more qualitative research exploring consumer perceptions and attitudes toward
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algorithmically curated content, which can offer a consumer-centric perspective to augment current
enterprise-centric approaches.
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Abstract:

Since artificial intelligence is a new reality, penetrating all spheres of modern existence, the
need for a deep understanding of the relationship between it and social systems is more than
needed. The objective of this study is to depict the relations between social systems modeling
and artificial intelligence, present in both directions. The aim is to shed light on factors that
have influenced socio-technological and ethical trends. Moreover, this paper presents an
understanding of human-centered artificial intelligence, followed by a framework for an
artificial intelligence approach to modeling the dynamics of social systems. The proposed
approach tends to answer the following research question: how can artificial intelligence
contribute to social systems modeling? The analysis revealed that artificial intelligence can be
viewed and used as an effective supporting tool in sociology. This research offers significant
and timely insight into the application of technology in the social sciences.

Keywords:
artificial intelligence, social systems modeling, human-centered artificial intelligence

1. Introduction

Since artificial intelligence (Al) is a new reality penetrating all spheres of modern existence, the
need for a deep understanding of the relationship between it and social systems is more than needed.
The use of the term artificial intelligence has evolved over the years. In the beginning, Al was used to
differentiate the new research from the prevailing paradigm of cybernetics [2]. How Al is defined differs
across a wide range of contexts [3]. Common knowledge includes the deployment of computing
infrastructure and programming code to create systems expected to mimic, augment, or displace human
agency. In general, the definitions of Al can be organized into four categories [4]. The first category is
related to the phenomenon of acting humanly, which includes: the ability to communicate successfully;
to store what it knows or hears (knowledge representation); to use the stored information to answer
guestions and draw new conclusions (automated reasoning); to adapt to new circumstances and to detect
and extrapolate patterns (machine learning); to perceive objects (computer vision); to manipulate
objects and move about (robotics). The second category is thinking humanly, which is based on the
cognitive modeling approach. The third group of definitions, based on thinking rationally, lay down the
“laws of thought” approach. The last is acting rationally, which introduces the rational agent approach.
Although there are some key differentiations between these categories of definitions, their synergy
covers a wide area of implementation. The justification for the use of Al can be presented in three
groups of arguments [5]. The first group is based on the automation of important but repetitive and
time-consuming tasks, allowing humans to focus on higher-value work. Next is the ability of Al to
reveal insights into massive amounts of unstructured data that once required human management and
analysis, such as data generated by videos, photos, written reports, business documents, social media
posts, or e-mail messages. The third group of benefits is related to the integration of thousands of
computers and other resources to solve the most complex problems. Consequently, Al capabilities
should be leveraged to find ways to solve complex problems in social systems. All of the features that
create the contemporary content of Al have strong relationships with social phenomena. Combining the
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principles of behavioral science and cultural studies to analyze and simulate human behavior forms the
core of behavioral-cultural modeling in social systems.

Nowadays, empirical research relies on data collection, and mathematical and computational models
are used to make predictive models of individual actions, group dynamics, decision-making processes,
etc. Computational modeling of social behavior, including models of social networks, social influence,
social learning, and social dynamics, is a research trend. Key questions that scientists in sociology tend
to answer are: why to do computer modeling and how to do it? The answers to these questions are
placed on several pillars. One of the pillars is the complexity of social systems, focusing on risks and
consequences. Since there are risks and consequences, the output cannot be anticipated based on
common sense and experience. Next are the feasibility and ethics of doing experiments with social
systems where humans are at the center. As a justification for using computers in social modeling, there
is a need for the integration of reliable knowledge from different sources into a more complex way to
understand the interactions between them. All of these can be indications of the different purposes a
model in sociology may have, such as prediction or forecasting, explanation or exploration,
understanding theory or designs, and illustration or visualization. [6]

The objective of this study is to depict the relations between social systems modeling and artificial
intelligence, present in both directions. The aim is to shed light on factors that influence socio-
technological and ethical trends. Moreover, this paper presents an understanding of human-centered Al,
followed by a framework for the Al approach in modeling the dynamics of social systems.

The rest of the paper is organized as follows: In the next section, the contribution of this research is
presented. That section is organized into three parts. The first part gives a summary of human-centered
Al. The second refers to the modeling of social systems, followed by part of the section that discusses
the influence of factors on socio-technological and ethical trends. The third section proposes an Al
approach for social modeling. The paper ends with concluding remarks.

2. Contribution

We believe that the scientific contribution of this paper will open a wider understanding of
interdisciplinary research in the application of Al in sociology. The discussion in this section is
organized into the following parts: human-centered Al, social system modeling, and influence factors
on socio-technological and ethical trends

2.1. Human-Centered Artificial Intelligence

Human-centered Al is not a new concept in the scientific community. It arises as a response to the
ethical and practical challenges posed by Al technologies. This understanding has a crucial role in
shaping the responsible development and deployment of Al systems. If the systems are designed,
developed, and deployed to augment human capabilities and values, then the center is obvious. In
addition, the ability to empower individuals and organizations with Al technologies to solve problems,
make informed decisions, and achieve their goals and the goals of society in general supports the
human-centricity understanding of Al. The continuation of the improvement of Al systems based on
user feedback is another indicator for the justification of this view, which is in consideration of classical
sociological theory about the uniqueness of human beings. The hypothesis of human distinctiveness,
consequently, is not rejected but expanded and elaborated [8]. Exploiting Al techniques to promote the
development of sciences and accelerate their applications to benefit human beings, society, and the
world is discussed in [10]. Researchers are addressing concerns of traditional importance within
sociology, such as the bases for cooperation, and the role of structure in affecting individual agency,
and interaction, using computational models of intelligent adaptive agents. [11]

In the literature, there are five co-existing perspectives on human-centered Al [7]. The first
perspective is deficit-oriented, viewed in terms of attention, concentration, exercise, and fatigue [12,
13, 14, 15]. The second perspective is a data reliability-oriented understanding that copes with the
deficits of Al with regard to explaining the ability and trustworthiness of Al in the light of fairness and
unbiased data [16, 17, 18]. The next is a protection-oriented design that focuses on human-centered
design and ergonomics [19, 20]. The fourth perspective, potential-oriented, is based on the use of hybrid
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intelligence with the human-in-the-loop while leveraging human work potential through Al [21, 22].
The fifth, a political-oriented understanding [23, 24], shows how to reach human centricity while using
Al in the workplace.

2.2. Social systems modeling

System modeling is one of the most important tasks that should be solved during the simulation of
the dynamics of social systems. In general, elements that are included in the modeling process are
entities or agents, interactions, rules and norms, environment, feedback mechanisms, goals and
objectives, data and information, time dynamics, networks and relationships, outcomes and
consequences, sensitivity and uncertainty, validation and evaluation, cultural and contextual factors,
and ethical and moral considerations. The complex that all of these elements form is difficult to
investigate. That’s why, usually, there is some simplification during the simulations. One of the aims
of social system modeling is to explore the consequences of different assumptions and scenarios. Also,
modeling may involve understanding how individual and collective behaviors change and evolve,
including the emergence of patterns and trends.

The modeling of social relations is a trend that silently takes place following two commonly opposed
assumptions. The first assumption is that technological development, with special reference to
technological objects and their logical application, shapes the individual and interactive behavior of
people in the community. The second assumption is based on pragmatic experiments with animals:
laboratory conditions are organized, whose working mechanism affects the animal's behavior, tests it,
and directs it in a certain direction. The reliability of the latter assumption, which has developed in a
special field called social engineering, is intensely questioned by many contemporary scientists.
However, we believe that the more prominent penetration of Al into the sphere of society, to a greater
or lesser extent, takes place under the sign of the two pre-settings. The progress of a society depends on
the positive connection between education and mutual interactions. It is very important to consider not
only what kind of literacy and knowledge society will disseminate within itself but also whether quality
interactions depend on reliable knowledge. These two intersecting perspectives best show why artificial
intelligence should be oriented in the direction of humans and not give them an alibi to suicidally
imagine post-humanist dreams.

With the appearance of the most modern and most developed model of computer artificial
intelligence, Chat-GPT, many ethical questions are opened, including, above all, the question of the
validity of the education that is acquired with the help of this intelligible tool. The quality of mutual
interactions, which today are shaken by the increasingly frequent isolation of man in the digital space,
depends on the scientific reliability of individual and collective educational processes. One of the ethical
challenges facing the scientific community dealing with artificial intelligence in the social field is that
this "skillful imitator of the human mind" provides us with data on the subtlest scientific topics without
showing us any, not even quasi-valid references. Many suspected that the Google digital search system
would lose its modern function simply because it does not have a built-in Al coordinator and Al guide
that will walk us through the world of polyvalent data and facilitate our access to it. But Google, unlike
Chat-GPT, offers objective intellectual content that is not creatively constructed at the moment within
the schemata of elementary associations but gives us reliable and recognized scientific data full of
hierarchical references and expedient legal structures. In this sense and at this historical moment, the
educational informational content that Google offers us affects society more productively from the
perspective of the relationship between education and mutual interactions, which is a fundamental
driver and element of social modeling, than the creative and deepened content compiler Chat-GPT. For
now, the digital assistant for searching objective, popular, and speculative content has greater
advantages than the robot that creates rational schemes based on combining elementary associations
because it legitimately promotes the quality division of social systems and communities.

2.3. Influence factors to socio-technological and ethical trends

Understanding how technology and ethics evolve and how they can coexist requires analysis and an
interdisciplinary approach. What drives socio-technological and ethical trends is a more general than
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specific question related to the interest domain and its complexity. The interplay of factors can be
organized into several groups (Table 1).

Table 1:
Influence factors to socio-technological and ethical trends

Factor of Influence Related features

Advancements, Innovations and Emerging technologies | Biotechnology,
Nanotechnology,
Quantum computing,

Government regulations and policies Social movements
Advocacy groups

Philosophical discourse Critical thinking,
Argumentation

Cultural norms Society roles,

Expectations,
Conventions
Economic and demographic factors, Market forces,
Founding availability,
Business models

Crisis events Wars

Environmental considerations Sustainability
Globalization Non-physical networking
Media and communications Social networks

We should note that these sets of factors are not mutually exclusive. There is a deep connection
between them, represented by a subset of features that overlap or are shared. Some examples presented
in sociological research show that social media discussions shape public opinion and policy decisions.

3. Artificial Intelligence approach

In this research, we are presenting a framework for an Al approach to modeling social systems. We
emphasize that here we present only the theoretical approach that we are trying to realize
computationally.

Methodology

o Definition of the problem and objectives; identification of the sociological concepts

o Transformation of sociological concepts into well-defined variables

e Choosing adequate system dynamics techniques

e Construction of a set of differential and algebraic equations that describe the dynamics of those
variables

Simulation for establishing the empirical adequacy of the theory being modeled

e Data collection (simulated data and real-world data)

Data preprocessing (handling missing values, outliers, inconsistencies, encoding categorical
variables, standardization, and normalizing numerical features)

Feature engineering refers to the transformation and creation of new features, if needed.
Model selection (such as deep learning architecture)

Model training followed by optimizing the hyperparameters

Model evaluation, using defined performance measurements

Model interpretation (how the prediction is done and what that means for the sociological
problem defined)

e Fine-tuning (adjustments)

69



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

4. Conclusions

The proposed approach tends to answer the following research question: how can artificial
intelligence contribute to social systems modeling? The analysis revealed that artificial intelligence can
be viewed and used as an effective supporting tool in sociology. This research offers significant and
timely insight into technology application in the social sciences, presenting the complementary potential
of Al. The modern meeting of social system modeling and Al is presented.

The potential benefits of the proposed methodology depend on how it is implemented in a given
sociological context. One possible benefit is scalability, which means that the proposed methodology
can be applied to small or more complex social systems. Additionally, the Al approach ensures
consistency in dynamical social modeling, which can contribute to reducing errors that usually occur
because of the stochastic nature of sociological systems. Using the methodology, the documentation
process is easy to do. The limitations of the proposed methodology can be seen in the compliance of
sociological concepts and the variables that should be defined and somehow measured. The process of
guantifying or measuring can also be limited by some factors in society.

The computational realization of the methodology is an open challenge for future work.
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Abstract:

As the number of information and users on the web grows, along with the increase in the
number of applications and with the goal of making the web accessible to everyone, there is a
need to enable the use of web applications by people with certain disabilities in the normal use
of applications. This paper covers specific theoretical concepts of website accessibility for a
broader range of users. It also provides an overview of semantic elements within the website.
Additionally, the paper showcases the implementation of a Ul components that meet
accessibility criteria. JavaScript, together with the React library, was used for the
implementation of the components. The main goal of the paper is to demonstrate and
implement a Ul component that meets web accessibility criteria, with a focus on theoretical
concepts and practices.
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1. Introduction

Increasing number of users on the internet and the rise in the amount of information available
online. There is a growing, worldwide recognition that users with disabilities have the same right as
others to access information technologies. This recognition is manifested in the enactment of legislation
like that in the United States whose aim is to make the Web and other information technologies
accessible to users with disabilities. Such legislation has led to the creation of standards, guidelines,
and checklists for accessibility [1, 9]. The paper focuses on important concepts for achieving web
accessibility, with an emphasis on implementing a Ul component that meets accessibility criteria.

The paper is divided into five chapters. The first chapter describes the structure of the paper, along
with a brief summary of the content of each chapter. Within Chapter 2, necessary terms and definitions
are described and explained to understand the concept of web applications and client-server
architecture. In Chapter 3, there is a review of the concept of web accessibility and the necessary terms
for its understanding. In Chapter 4, the focus is on the technologies used for implementing solution.
The fifth chapter discusses the implemented solution and the approach taken to resolve it. In the sixth
chapter, a review of the implemented solution is provided, and concluding considerations are provided.

2. Web applications

Web applications refer to applications accessed via Web browser over a network and developed
using browser-supported languages (e.g., HTML, JavaScript). For execution, Web applications depend
on Web browsers and include many familiar applications such as online retail sales, online auctions,
and webmail [2]. The only requirement is that there is an adequate web browser capable of running the
application. Web applications use and serve documents written in one of the standard formats such as
HTML and JavaScript. Some advantages of web applications include providing the same version of the
application to all users. Historically, web applications have relied on the client-server model. The client-
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server model is a type of software architecture model where two parties are involved: service providers,
called servers, and service users, called clients. Typically, a server owns some resources that can be
retrieved by a client. Web Application is a kind of system that is built using the client-server architecture
where all the communication happens through the Internet [3]. Example of client server architecture is

shown in Figure 1.
AR \
Clients /'. ‘

Figure 1: Client server model

3. Accessibility

With the increasing development of web applications in various aspects of human life, software
solutions in the form of web applications are becoming increasingly popular. With the increase in the
number of users, diverse needs, and user profiles, there arises a need for the client-side of web
applications to be implemented in a way that is accessible to both typical users and users with some
kind of disabilities. Some of them are:

*  Mobility and physical

»  Cognitive and neurological

*  Visual

»  Hearing

There are many ways in which people use web applications, such as keyboards, screen readers and
others as shown in Figure 2.

Y

™ R
a) Mouth Stick b) Head Wand c) Screen Reader
Figure 2: Examples of ways to use computers

Web accessibility is the practice of making Web sites accessible to all, particularly those with
disabilities [4]. More specifically, Web accessibility means that users with specific difficulties and
challenges can understand, navigate, and interact with web applications and contribute to the web.
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3.1. Accessibility Standards

WCAG (Web Content Accessibility Guidelines) specifies three different conformance levels they
are:
e A (lowest)
e AA (middle range)
o AAA (highest)
Level 1 (A) success criteria [5]:
e do not specify how information is presented.
e are reasonably applicable to all Web sites some are machine-testable. Others require human
judgment.
e Success criteria that require human testing yield consistent results among multiple testers.
Level 2 (AA) success criteria:
e may require an author to present content in particular ways.
o are reasonably applicable to all Web sites.
e some are machine-testable. Others require human judgment. Success criteria that require human
testing yield consistent results among multiple testers.
Level 3 (AAA) success criteria:
e are additional criteria that go beyond Level 1 and 2 that may be applied to make sites accessible
to more people with all or particular types of disability.

3.2. Screen Readers

Screen readers convert digital text into synthesized speech. They empower users to hear content and
navigate with the keyboard. The technology helps people who are blind or who have low vision to use
information technology with the same level of independence and privacy as anyone else. The semantics
within an HTML document play a crucial role in web accessibility, especially for users who rely on
screen readers. Properly marking elements such as headings, lists, links, and alternative text for images
helps screen readers accurately interpret content and deliver it to users with visual impairments or other
specific needs. Semantics help ensure that information is conveyed clearly and accurately to users
regardless of their abilities. In order for a screen reader to be able to read audio and video content on a
website, several steps should be taken to ensure accessibility for users with hearing or vision
impairments. It is important to use alternative text for audio and video content, use correct HTML
elements such as <audio> and <video>, and provide transcripts. Some of popular screen readers are:

e JAWS

e NVDA

e VoiceOver

e Chrome screen reader
3.3. ARIA

Accessible Rich Internet Applications (ARIA) is a specification being brought forward by the W3C
Web Accessibility Initiative’s (WAI) Protocols and Formats Working Group. The goal of ARIA is to
add additional semantic data into HTML and XHTML to allow assistive technologies to better represent
user interface components and dynamic interactions to the user. The specification also addresses
providing input focus and full keyboard navigation within the components of an application. The main
idea behind ARIA is to add the necessary semantic data into the HTML and XHTML markup. The
browser can then interpret this additional semantic data and provide it to the assistive technology via
the accessibility API of the platform. Thus, a screen reader can identify a tree control as such. Each tree
item is indicated as well as its hierarchy within the tree and its expanded or collapsed state. The ARIA
specification defines a standard set of roles and states that can be added into a component [6].
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Here are a few key aspects of ARIA:

¢ Role Attributes: ARIA allows developers to add attributes and role labels to elements on a web
page. For example, you can label a specific <div> element as a button or menu. This helps screen
readers better understand the function of elements.

e State and Property Attributes: ARIA also enables the addition of attributes that describe the state
and properties of elements. For example, you can mark a particular element as hidden or give it
a specific value. This helps screen readers inform users about changes in content.

¢ ARIA allows the addition of attributes that describe actions that can be performed on elements,
as well as events associated with those elements. For example, you can label a specific element
as an interactive button that can be clicked or as having the functionality to open and close.

4. Technologies

The implementation of the solution in the paper is achieved using JavaScript along with React. These
two concepts are described in the following chapters.

4.1. JavaScript and React.js

JavaScript is an interpreted programming language most often used for enhancing webpage
interactivity and functionality. It has powerful capabilities to interact with webpage documents and
browser windows [7].

Some of the characteristics of JavaScript:

o Client-Side Scripting: JavaScript runs on the client-side (in the user's web browser). This makes
it ideal for creating interactive web pages because it can respond to events and actions taken by
users on the web page.

e Object-Oriented Language: JavaScript supports object-oriented concepts and allows
programmers to organize code in the form of objects, making it easier to manage and maintain
code.

e Asynchronous Execution: JavaScript supports asynchronous execution, which means it can
perform tasks without blocking the main execution thread. This is especially important for
handling long-running operations like server requests without interrupting the interactivity of
the web page.

JavaScript is often used with HTML and CSS to create complete web applications. It is also used on

the server-side (Node.js) for building server applications.

ReactJS is JavaScript library which is deployed to develop reusable user interface (Ul) components.
According to React official documentation, following is the definition React is a library for building
modular user interfaces. React basically enables development of large and complex web based
applications which can change its data without subsequent page refreshes. It is used as the View (V) in
the Model-View-Controller(MVC). React abstracts the Document Object Model (DOM), thus offering
a simple, performing and robust application development experience. React mostly renders on server
side using NodeJS, and support for native mobile apps is offered using React Native. React implements
unidirectional data flow thus simplifying the boilerplate and hence proves to be much easier than
traditional data binding [8]. React is often used together with other technologies such as Redux for
managing application state, React Router for routing, and many other libraries and frameworks in the
React ecosystem.

5. Implementation

In this chapter, the implementation and specific parts of the code necessary for the solution will be
presented. In Figure 1, a dropdown with keyboard-navigable options following accessibility guidelines
is displayed. In the image below, it is possible to see that the implemented dropdown provides the user
with the option to navigate through focusable elements using the Tab key. Some of the elements include
an "X" button that allows the user to remove an option, and it's also possible to input characters into the
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input for easier option filtering. By using arrow keys, users can easily navigate through the options in
the popup menu. Additionally, there's functionality implemented to easily remove all selected options.
It's important to note that all of these functionalities are designed to be accessible to users who rely
solely on keyboard input, ensuring accessibility compliance.

Option1 X  opf X Vv
Option 1
Option 2

Option 3

Option 4
Option 5

Nintinn A
Figure 3: Implemented dropdown

Even though it's not visible in the image, this approach ensures that each element has been given
specific semantics using ARIA attributes, allowing screen readers to read and understand their location
effectively. More details on implementation of that will be discussed later in the chapter.

navigateItem = (next: boolean) {
-current) {
= firstListItem();
ef.current?.focus();

LiRef.current = next
7 ( ? s T) || LiRef.current
Sibling as T) || liRef.current;

t.useCallback(

e.preventDefault();
handleSelectItem{1liRef.current?.innerText);
LiRef.current =

Yi

0W_UP:
e.preventDefault();
navigateItem( );
br
onTab?.();
br H
default:

return;
}
}.
[handleSelectItem, onTabl,
|

Figure 3: Listing 1 — Handlers for keyboard navigation on popup menu

The implementation of keyboard navigation through options within the menu is shown in Figure 3:
Listing 1. The navigateltem function is used for navigation between options. It takes an argument next,
which determines the direction of navigation within the list, whether to the next element or the previous
one. It navigates between sibling options. The handleKeyDown function, shown in the listing, serves
the purpose of executing specific logic depending on the key pressed on the keyboard. Within the
function, logic is implemented for cases where Enter is pressed (for option selection), arrow keys are
pressed (for navigation), and Tab is pressed (for changing focus), among others. Additionally, some
built-in functions from the React library were used, such as useCallback for function cache.
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On the Figure 4: Listing 2 there is part of the code for the input which is used to search and filter
options and buttons responsible for clearing all options and opening the menu with options is shown.
Additionally, there are certain ARIA attributes on the input and button, such as:

e aria-autocomplete — which is used to indicate that the autocomplete behavior of the text input
is to suggest a list of possible values in a popup and that the suggestions are related to the string
that is present in the textbox.

e aria-controls — which is used with provided id of element that serves as a popup.

e aria-expanded — indicator that popup is displayed.

e aria-label — text that is used in screen reader.

These attributes are important for the semantics necessary for a screen reader when navigating
through elements.

Figure 5: Listing 3 represents part of the code for the menu options implemented with ARIA
attributes to provide necessary semantics for a screen reader. Elements that are not generally intended
for use with the Tab key, such as the <li> tag, are enabled using the tabindex attribute. There are also
some additional ARIA attributes to achieve effect of menu dropdown understandable for screen reader
with proper semantics. Some of them are:

e aria-multiselectable — indicator that more items can be selected.

e aria-selected — indicator that option is selected for screen reader.

e role — used to identify what can be selected from the user. Combination of listbox with option
role.

ref={inputRef

onKeyDow| andleKeyDown}
className={styles['input-content__input']}
onChange={(e) onInputChange(e.target.value)
placeholder="Type to search..."
aria-autocomplete

aria-controls="options"

aria-expanded={isOpen ? 'true' : 'false'

{isLoading && <div className={styles['spinner-icon']

aria-label="Clear options"
onClick={onDeleteAllItems}
className={styles['x-icon']

ou (
aria-label="0pe
className={ { w—icon']
isOpen ? styles['arrow-icon—-active'] : "'

aria-controls="options"
aria-expanded={isOpen ? 'true' : 'false'}

Figure 4: Listing 2 — Input for search options with buttons for clear and open menu
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{isOpen && (

classNami

role="1i

aria-mul

id="of

aria-label="Options to be selected"

{lisLoading ? (
dropdownValues.length ? (
dropdownValues.map((option) => (

id="1li-elements"
tabIndex={0}
onKeyDown={hand leKeyDown
key={option.id
onClick={() leSel
classl Y

role="option"
aria-selected={selectedItems.includes(option[itemKey])

option[itemKey]}

Figure 5: Listing 3 — Dropdown menu implementation

Figure 6 presents modal with functionality of trapping focus. It's important to achieve focus while
the modal is open for users who rely on keyboards and screen readers.

Submit answer

Enter answer

Person

( )

Time
(ad.mm.yyyy., ——:i-- o)

m Cancel

Figure 6: Modal with trapping focus functionality

The importance of such a modal is to navigate using the keyboard only between focusable elements
until a certain key is triggered to close the modal or perform a specific action specified by the buttons.
Next, the implementation of such a modal with a focus on navigation and handling specific keys will
be shown. The modal is flexible and allows dynamic content to be placed inside it, with the
responsibility lying on the user to ensure that it meets certain web accessibility standards. In the image
above, the content of the modal allows the user to fill in an answer, enter a name, and choose a time
interval, all while ensuring web accessibility. Actions for submitting and canceling are enabled, with
canceling used to close modal. The user can navigate between each input and button using the tab
button.
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t Modal: React.FC<ModalProps> = ({ L

visible, visible?:
C : void;
destroyOnClose, onClose: ()
firstFocusableItemSelector?: ()

onClose, ¥
children,
footer, useModalHandlers ({
title, visible,

firstFocusableItemSelector, onClose,
}) { firstFocusableItemSelector,

}: UseModalHandlerArgs) {

t shouldDestroy = !visible && !!destroyOnClose; useEffect(() {

t handleKeyboa
t { contentRef, focusFirstElement } = useModalHandlers({ if (tvisible) re
visible, (e.key === KEY
firstFocusableItemSelector, onClose();
onClose, SkuTn;

H; :

}
document.addEventListener('keyup', handleKeyboard);
useEffect(() => { return () {

focusFirstElement(); document. removeEventListener('keyup', handleKeyboard);
}, [focusFirstElement]); b
}, [visible, onClosel);

f (shouldDestroy)

return (

iv className={s 'mc con ontentRe t.useRef<HTMLDivE lement

useClickOutside(c Ref, () onClose());

focusFirstElement = React.useCallback(() {
if (firstF bleItemSelector & visible) {
t fi »ment = firstFocusableItemSelector() as HTMLElement;

aria-label= € first ocus();
className= yle itton']} ${st ¥
onGlicksfonClose }., [firstFocusableItemSelector, visiblel);
onBlur={focusFirstElement Sl

focusFirstElement,

contentRef,

}
}

7a) 7b)
Figure 7a): Listing 5 - Implementation of Modal; 7b): Listing 6 - Modal handler implementation

Figure 7a presents implementation of modal and it is using also code from implementation presented
in Figure 7b. The useModalHandlers function is used to enable keyboard interaction with the modal. In
case the ESC key is pressed, the modal is closed. It uses React's useEffect hook, which is triggered
when the modal becomes visible or hidden. Additionally, in the cleanup phase, if the modal is
unmounted and no longer in use, it removes the keyboard event listener. Furthermore,
useModalHandlers returns the focusFirstElement function as its return value, which is a reference to a
function that can focus on the first focusable element within the modal when it is opened. The
useClickOutside is used to provide when it’s clicked outside of modal content to close a modal. In
Figure 7a, the arguments children, footer, and title allow the modal to receive dynamic content and
display it using React. This provides flexibility to the modal for use in different scenarios. The
firstFocusableltemSelector represents a function for retrieving element that should be the first one to
get focus within the modal. The close button of the modal with the ARIA label "Close modal" is used
to close the modal. It's important to emphasize that since it's the last focused element within the modal
and is on the same level as the content, on blur, it will trigger a re-focus on the first element within the
modal unless clicked, in that case modal will be closed.

6. Conclusions

Accessibility is becoming an essential item in the development of web applications due to the
increasing number of users with various needs and abilities. As more people use the internet for work,
entertainment, and everyday activities, the need for web applications to be accessible to everyone has
grown. The goal of accessibility is to enable everyone to access information and use web applications
regardless of their physical or cognitive abilities. This paper also demonstrated the implementation of
a Ul components that meet accessibility criteria using JavaScript and the React library. The
implemented solutions allow users to efficiently use the web application via keyboard and screen
readers. It described the importance of HTML semantics and the use of ARIA attributes for proper
element labeling, enabling screen readers to accurately interpret content. Overall, web accessibility has
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become an important aspect of development because all users deserve access to the internet and web
content regardless of their individual needs and abilities.
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Abstract:

Romas' ability to use e-Services is very important. With skills in using digital equipment and
e-Services platforms, the Roma are better included in the society. Social inclusion will help
Roma adults at risk of social exclusion gain opportunities and resources necessary for full
participation in socio-economic and cultural life, and for achieving a decent socially acceptable
standard of living and well-being. DIRA project’s aim is to achieve inclusive societies in which
Roma adults enjoy equal rights and access to services and knowledge. This paper presents the
developed DIRA learning platform with an appropriate content for education of adults in usage
of the e-Services. Translated in six languages (Finnish, Swedish, Italian, Macedonian, Serbian
and English), the outputs will be ready to reach a wider audience impact through the partners’
membership in European and international networks. The DIRA learning platform may be used
not only by the Roma, but also by other vulnerable groups at an international level (e.g. ethnic
or socially excluded minorities and refugees). As the learning platform and materials will be
open access and placed in the project’s website and EPALE, anyone can freely use the platform
in a resource-wise and sustainable manner.

Keywords:
DIRA platform, e-Services, Roma adults

1. Introduction

The Roma are Europe's largest ethnic minority. According to the European Commission out of an
estimated 10 to 12 million Roma living in Europe, approximately 6 million are citizens or residents of
the EU. Many EU Roma are still victims of prejudice and social exclusion, despite the discrimination
ban across EU Member States [1]. The education of the Roma as a marginalized group characterizes
with low level of knowledge quality and quantity. The general dimensions of the social exclusion like
poverty, unemployment, endangered health, illiteracy etc. which are more present at the Roma
population, can be noted the most in their level of education. The educational system is relatively and
strictly linear, which means the lack of primary and secondary education among the adult Roma is in
correlation with the low level of education in the adult years. This education reality unravels the
opportunity to identify possibilities for adult education, which models the project idea to create space
for completing Roma adults’ education with modern ways of life, especially the digital skills.

The modern information and communication technologies impose the need to modernize the formal
and non-formal education of Roma, thus opening up space for implementing information concepts,
which enable the completion of their education and gaining skills that make their inclusion in the society
more effective. From the aspect of non-formal education, studies show there is no offer for gaining
knowledge about the mentioned technologies for the Roma population, opening space for introducing
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non-formal educational programs based on the acquisition of digital skills and competences. This type
of education represents an important tool for investment in intellectual capital and inclusion of the Roma
in the socio-economic structures of society.

The needs assessment study carried out in 2022, done in the project partner countries by the
consortium, showed that Roma adults are hardly using available IT tools for e-Services provided by
public and private institutions [2]. These services include checking out medical appointments, filling
online forms (e.g., tax forms and social services forms), using electronic banking systems, performing
online payments, filling service requests, online shopping etc. The vast of adult population and the
socially excluded persons are not acquainted with new technologies that nowadays are used for most of
the service delivery. Those who are not in everyday contact with technologies consider the fast-growing
development of the IT sector, especially in the usage of applications and online forms, difficult to
follow. Thus, every update in e-Services needs new skills creating gaps for their successful usage by
socially excluded people. Problems and gaps deepen with time and this situation can be decisive for
people’s inclusion in the system. Although in the partner countries there is generally a developed e-
culture among most of the population, there are groups of socially excluded persons, which are not part
of this development. There is difference among the countries and a need for sharing the experience and
common approach to the problem. Some of the countries have high e-Service culture among people due
to the quality of the e-Services and standards of living. But the countries with lower living standards
have lower culture, which affects poor and socially excluded persons the most.

The need for abilities and skills related to e-Services usage is increasing as most of the public
services are online, or if they are not, governmental institutions invest to make them online. This
negatively affects service users who do not have access to IT tools, internet and mobile phone services.
Another group of service users affected are adults and socially excluded groups. Also, the covid-19
pandemic made the usage of e-Services a requirement to prevent long lines in front of public service
offices, banks and shops for social distancing. However, due to the lack of IT skills and use of e-
Services, in many countries we see long lines of Roma adults waiting to withdraw their salaries and
pensions or buy groceries and other necessary products, which increases the possibility of covid-19
infection and makes them more vulnerable than those effectively using e-Services. There is an evident
need for bringing e-Services closer to Roma adults and other vulnerable groups.

This paper represents the design/features of the developed DIRA web learning platform and modules
from which the platform is built for the purpose of the project. It is intended for learning and training
Roma adults to increase their use of e-Services and improve their digital and language skills.

The paper is organized as follows. Next section states the objective, previous work is described in
Section 3, whereas Section 4 discusses the technologies used for the development of the DIRA platform.
Description as well as screens of the developed web platform are given in Section 5. Last section gives
a brief review of the research, providing concluding remarks and directions for further work.

2. Objective

The main objective of the creation of the learning platform is the improvement of the socio-economic
state of Roma adults through IT education and development of digital skills and competences to enable
the adult population and socially excluded people to start using electronic services available in their
surroundings, and to become better included, better informed and empowered in their communities and
societies.

3. Previous work

There is an evident need for bringing e-Services closer to Roma adults and other vulnerable groups.
This will result with benefit from upskilling their knowledge and skills on using e-Services to being
better included in their communities and societies.

The digital educational method, contents and partial results of the ongoing project Head in the
Clouds: Digital Learning to Overcome School Failure - an EU-Erasmus+ strategic partnership aims at
providing quality educational materials for students from Roma communities in order to help
participants develop the digital and transversal skills required to overcome existing boundaries to access
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(higher) education, employment as well as economic stability [3]. The findings presented in the article
by the authors of [4] illustrate that the use of ICTs can contribute to empowering Roma/Gitano
adolescents to improve the position they occupy as a group in the social structure. The paper [5]
discusses how potential long-term impacts of ICT enabled self-organized learning environments,
creating more inclusive educational programs and societies, and the potential contribution of inclusive
and IT supported learning environments towards the achievement of the United Nations Sustainable
Development Goals (SDGs). Based on the outcomes of the study that included surveys among Roma
assistants and teachers, the article [6] analyses the technical conditions available to Roma pupils for
remote learning during lockdown and provides a comparative perspective of the position of Roma and
other pupils and draws attention to the possible long-term consequences of remote learning for Roma
pupils. The authors of [7] introduce the CloudLearning project that represents an alternative and
innovative educational method: the way of the SOLE method implemented in their education. The
results of the general survey presented in [2] and the conclusions of the national reports show that the
usage of digital devices and the access to digital opportunities are severely limited for Roma people
regardless of the country - of residence and of origin. This result reinforces the approach of the DIRA
project to devise common actions and initiatives to introduce and foster access to digitalization among
Roma. Exploring barriers, for example languages and cultural sensitivity, influencing the effectiveness
of the learning platform, a strategic model for the effective implementation of the platform was
proposed via trainer’s training. The trainings provided educators and participants with reinforced digital
skills needed at different levels in the community. Paper [8] explores how digital financial services have
the potential to support the economic inclusion of poor Roma families if such services are implemented
in ways that comprehensively take all five dimensions of access into account. The focus of [9] is the
issue of discrimination against Roma communities in the use of educational online platforms on account
of failure to provide digital consent. It aimed to foster the discussion of discrimination against
marginalized Roma communities in accessing education through online platforms and to point out the
inadequacy of national legislation on the provision of digital consent.

4. Used technologies

The developed DIRA web platform aims to help Roma adults to learn smoothly how to use the IT
tools. The platform is designed in a simple way, adapted to their low level of knowledge of IT
technologies, so that they can remember and practice using e-Services from different institutions and in
different conditions and situations. The development and design of such a learning system for Roma
adults will contribute to the development of digital skills and competencies, which is in direct
correlation with the overall goal of the project.

Towards fulfilling this goal, several different technologies were used for the development of the
platform. The backend was build using Flask and a MySQL Server as a relational database management
system (RDBMS). Flask is a web application framework written in Python, which was chosen due to
its independence upon external libraries, its flexibility and simplicity. Being free and open source while
offering data security, high efficiency and scalability on demand, MySQL is one of the most popular
and most used RDBMSs worldwide. Phusion Passenger was used as an application server, whereas
nginx was used as a web server. Phusion Passenger is an open source and extremely memory efficient
web application server which is also designed to integrate into the nginx web server. The nginx web
server offers various advantages such as scalability, handling of concurrent requests, load balancing,
performance speed up and an overall good browsing experience for the users.

The frontend of the platform was developed using React.js. There are many compelling benefits of
using React.js, such as component-based architecture, stable code structure, simplified scripting, as well
as easy to learn and use.
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5. Description of the developed DIRA platform

The DIRA Project Learning Platform is an innovative online learning platform that aims to provide
a comprehensive and customizable solution for creating and delivering courses. It offers a range of
features that enable administrators to create courses with individual lectures, each containing diverse
content types such as text, video, images, and documents. With its user-friendly interface and
customizable language options, the platform aims to make the learning experience accessible and
tailored to the needs of users worldwide in a sustainable manner. Consequently, identifying the
knowledge gaps, the platform offers additional insights to learning barriers such as languages and
cultural sensitivity to improve performance of the platform at an international level.

Administrator users can only be registered by other administrators. They have access to the
following features:

1. User Management module - create, edit and delete users of all types,
2. Language Management module - create, edit and archive languages,
3. Category Management module - create and edit category list.

Users Management module, Figure 1, has a search bar (search for a user...) to search for a specific
user by their full name. Right under that, there is a green plus button next to which there is the text
“CREATE NEW USER?” for redirecting to a form for creating new users. Also, there is a table with all
the users in the system.

USERS |ANGUAGES CATEGORIES LOGOUT

[

1 CREATE NEW USER

»

DiL

18 Andrijana Bocevska Maxeaoncs Moderator DELETE

B B BB E

Figure 1. User Management - Navigate to screen

The Language Management module, as illustrated in Figure 2, provides the ability to create, edit and
archive different languages. The main difference between Archiving and Deleting is that if you archive
a language, you can retrieve it. This is done with the goal not to lose any data for that language.

Similar to the previous two modules, the Category Management module, Figure 3, provides
capabilities of creating, browsing and updating categories in the system. By clicking on the name of
one of the categories, you will be redirected to a page where you can edit the name and description of
that specific category.

Moderator users can only be registered by administrators. They have access to the following features:

1. Course Management module - create, edit courses,

2. Translation Management module,

3. Profile page - Edit user profile.
Courses Management page, Figure 4, has a search bar to search for a specific course by its name. Also
there is a green plus button next to which there is the text “CREATE COURSE” for creating new
courses. At the very bottom of the screen each created course can be found. By clicking on the name of
one of the courses, users will be redirected to a page for editing the details and lectures of the specific
course, Figure 5.
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USERS LANGUAGES CATEGORIES LOGOUT

D FLAG NAME ACTION

1 % English (ENG)
2 % MakegoHckn (MKJ)
3 @ Cpncky (Cp)
4 O Italiano (IT)
5 @ Suomalainen (FI)

Figure 2: Language Management - Navigate to screen

USERS LANGUAGES CATEGORIES LOGOUT

ID NAME DESCRIPTION

1 E-Communication Informative category for courses which detail how to use the internet in order to communicate with people.

. . Informative category for courses which list common social media platforms and instructional guides on how
2 Social Media

to use them.
3 Privacy Informative category for courses which detail how to protect ones identity on the internet.

Using secure

resources Informative category for courses tells the user where they may find secure resources.

Consuming Informative category for courses which detail where the user may consume information online and how to do
information fact-checking of the given information.

Figure 3: Categories Management - Navigate to screen

The course name, description, categories list and cover photo can be edited. For adding a new lecture,
the plus button can be used. Next to each lecture, there are arrows which are used to change the order
of the lectures in the course. By clicking on the up-arrow, the lecture will be moved one place up in the
list of lectures. Conversely, by clicking on the down arrow, the lecture will be moved one place down
in the list of lectures. On the far right, there is an edit button for redirecting to the Edit Lecture page.
On that page, the specific lecture itself and its content can be updated. There are two modes of view on
this screen. On the top-right of the Browse Lecture Content section, there is a button to toggle between
the two modes of view. The view mode is used to see roughly how the content will appear for viewing
by the user. The edit mode is used to edit the order and data of existing contents in the lecture or delete
the content.
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COURSES TRANSLATIONS PROFILE LOGOUT

Search for a course

Welcome to the internet
Welcome to the internet. In this
course, you will learn...

Figure 4: Courses Management - Navigate to screen

COURSES TRANSLATIONS PROFILE LOGOUT

Update Course

Course Name
Welcome to the internet
Course Description

Welcome to the internet. In this course, you will learn about the history of the internet, how it came to be and how you can
use it for your benefit.

Select Categories

E-Communication % Social Media X Consuming information X

Select course cover photo

Course Lectures Add a new lecture
History of the internet A\ 4
Connecting to the internet Change the order of lecures E 4
Using the internet for communication a v @
Using the internet for enterntainment Edit the specific lecture a

Figure 5: Course Management - Edit course and manage lectures
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The Translations Module is used to translate the Ul in the language you are assigned to moderate.
The translation page consists of a form with multiple inputs, of which each has a label that describes
the phrase you need to translate from English to your language.

Profile Page is a screen which enables the user to change their individual profile information - name,
surname, email and update their password.

Regular users do not require an account to log-in. When they open the DIRA Learning Platform,

they will be greeted with the Courses page. By default, this page displays the courses for the English
language. The user can select a language by clicking on the language select button in the navigation
bar, as shown in Figure 6.
On the same screen, the user can filter the courses by name or category. By clicking on a course, the
user will be redirected to the content page for that specific course, Figure 7. On this page, the user can
browse through the different sections in the course and read through the content. By hovering over an
image, or pressing on it when using a mobile device, a button will appear. Upon clicking it, the image
will expand to fit almost the entire width of the screen.

DIRA

Englist @ LOGIN
SELECT LANGUAGE

Search for a course

Course Categories

E-Communication
Social Media
Privacy

Welcome to the internet

Using Secure Resources Welcome to the internet. In this
course, you will learn...

Consuming Information

Figure 6: Language button

E))‘ RA English @ LOGIN

Welcome to the internet
Welcome to the internet. In t

Course Lectures History of the internet

History of the internet - how it came to be.

WELCOME

1.1 Welcome to the internet

The internet has become an indispensable part of our lives, transforming the way we communicate, access information,
and conduct business. I this blog, we will take a journey through the history of the internet, exploring its origins, major
milestones, and the impact it has had on society.

In the 19605, the Advanced Research Projects Agency (ARPA), a branch of the United States Department of Defense,
WO

Figure 7: Course Content Page
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6. Conclusions

The DIRA project for development of digital skills among the Roma population is an incremental
innovation that is computer-generated, based on the principle of learning by doing. The development
of digital skills through the creation of IT tools and online platforms is a technological innovation that
enables modernization of the knowledge acquisition process. The paper provides basis for
improvements to the organizations and institutions where the systematic problem of e-exclusion exists
and it will enable them to use the project’s outputs and capacities to improve their e-inclusion
functioning. The developed DIRA web learning platform for learning and training for the project
purpose is intended for upskilling the knowledge and skills of Roma adults on using e-Services in order
to become better included in their communities and societies. With its user-friendly interface and
customizable language options, the platform aims to make the learning experience accessible and
tailored to the needs of users worldwide. The modules and materials from which the web platform is
built are tailored through the baseline study and evaluation survey done in the project partner countries.
The platform is translated in six languages (Finnish, Swedish, Italian, Macedonian, Serbian and
English) with the intention of “achieving inclusive societies in which Roma adults enjoy equal rights
and access to services and knowledge”. As the learning platform and materials will be open access and
placed in the project’s website and EPALE, anyone can use them. As a direction for further work, the
developed DIRA platform can be extended with new categories, as well as courses and content for these
categories. Some aspects of the platform such as for example efficiency, user experience and impact
will be evaluated using suitable methods. Moreover, sustainability measures of the platform will be
ensured.
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Abstract:

Considering the fact that internet marketing and e-commerce play a key role in the success of
organizations’ business, websites are essential tools for promoting products and services, as
well as for establishing interaction with consumers.

This paper aims to provide a thorough insight into the requirements and standards behind the
development of websites in accordance with the latest e-marketing trends. Through the
analysis of this website its functionality, design, use of interactive elements, search engine
optimization, and other key factors that influence the success of websites in the digital
environment will be explored.

This study will provide valuable insight into the complexity and requirements behind the
development of modern websites, as well as their connection to the latest e-marketing
standards.

Keywords:

Website development, e-marketing, CMS

1. Introduction

In today's digital age, internet marketing and e-commerce play a key role in the success of
organizations’ business. Websites are becoming essential tools for promoting products and services,
as well as for establishing interaction with consumers. [1] Accordingly, the analysis of requirements
and selection of key functionalities for the development of modern websites become crucial in the
process of planning and implementing effective online presences.

This paper aims to provide a thorough insight into the requirements and standards behind the
development of websites in accordance with the latest e-marketing trends. In the following sections,
the paper will analyze in detail a website that represents an example of good practice in the field of e-
marketing and modern website design. Through the analysis of this website its functionality, design,
use of interactive elements, search engine optimization, and other key factors that influence the
success of websites in the digital environment will be explored. In addition, marketing strategies,
including the use of social media, digital advertising, and conversational marketing will be examined.
[2] This study will provide valuable insight into the complexity and requirements behind the
development of modern websites, as well as their connection to the latest e-marketing standards.

It is important to note that the selection of key elements for successful websites is primarily the
result of the first author's three-year experience in developing various websites. Therefore, the
proposal of key functionalities is an empirical result, which as such has been confirmed in practice.

2. Research goal and methodology

The main goal of this research is the analysis of the requirements for the development of modern
websites and their application to the selected case study. Through this case study, the specific
requirements of particular industry will be explored and implemented through the WordPress
platform. The purpose of the research is to provide a deeper insight into the website development
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process and to identify the key factors that will enable success in their usage. This study will use a
combination of qualitative and quantitative research methods. Qualitative methods will be used to
analyze requirements and evaluate user experience, while quantitative methods will be used to
evaluate website performance. Case study analysis will be performed through the process of website
design, implementation, testing, and optimization.

3. Related work

There is much research addressing the issues related to website elements, Content Management
Systems (CMS), and WordPress. The researsers in [3] recognized the necessity of including education
in designing e-shops using CMS, such as WordPress in e-business/e-commerce classes. This research
was extended in [4] and showed that the introduction of an innovative way of teaching this subject,
which involves the design of websites and web applications (based on the CMS platform WordPress)
is needed, appreciated by students and the market, and worth continuing in future years. The purpose
of research [5] is to theoretically identify the salient elements of e-retailing websites and empirically
verify them. The researchers in [6] developed a theory-based model of utilitarian and hedonic website
features, customer commitment, trust, and e-loyalty in an online hotel booking context. In [7] it was
noted that Content Management Systems (CMS), such as WordPress, are built on top of plugin
architectures and that the combined activation of multiple plugins in a CMS website will produce
unexpected behavior. The researchers in [7] proposed a technique to detect conflicts in large sets of
plugins as those present in plugin market places. The study [8] aimed to describe and analyze the
global status and trends in the application of Web Content Management Systems (WCMS) in
academic library websites over the last decade. One of the conclusions was that there are a significant
geographical differences in the adoption of WCMS in different countries/regions. For example,
university libraries in Europe prefer to use open-source WCMS to manage their websites, such as
Drupal and WordPress.

4. Setting up the WordPress environment

Within the development of modern websites, WordPress stands out as one of the most popular
Content Management System systems [3,8,9]. Content Management System is a software platform
that enables the creation, editing, and management of digital content on a website, without the need
for programming or advanced technical skills [10]. When creating websites with WordPress, the
choice of theme plays a key role in defining the appearance and functionality of the site. However, in
this case, templates were not used, but Elementor, which allows building sites "from scratch” [11]. It
allows complete freedom in creating a unique design and structure of websites that match the specific
requirements and wishes of the clients. The steps in setting up WordPress environment to work with
Elementor are:

e Installing WordPress and choosing and installing an Elementor-compatible theme;

e Installation of the Elementor plugin — Elementor is a plugin for WordPress that enables visual

editing of websites. It can be downloaded and installed from the WordPress admin panel;

e Adjusting Elementor settings;

e Creating and editing web pages in Elementor.

In addition, the following plugins were used to provide additional features and improvements:

e Rank Math SEO (search engine optimization) — a search engine optimization plugin that

provides tools and functionality to improve the SEO performance of websites;

o WordPress File Manager — a plugin that allows you to manage files and folders directly from

the WordPress admin panel;

e WPvivid Backup Plugin — a plugin for creating backup copies of the website;

MouseWheel Smooth Scroll — a plugin that provides smooth scrolling when using the mouse
on a website.

While working on the website, the needs and goals of the company were studied, and personal
experience, knowledge, and skills were used in order to adapt the website to the visual identity of the
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company, its industry, and target group. Although no template themes were used to create the site, the
principles of web page design such as visibility, ease of navigation, responsiveness, and fast-loading
were respected. The aforementioned made it possible for the website to be unique and adapted to the
company's needs, which helps it stand out on the Internet and achieve success in its field.

5. Case study: Creating a WordPress website for a hostel

One of the main goals of the hostel is to attract travelers who are looking for comfortable
accommodation and an authentic experience. When analyzing the requirements for the hostel website,
the following guidelines were taken into account in relation to each of the elements of the site:

o Website design: The key is to create a visual identity that reflects the spirit of the hostel and
attracts travelers. The focus should be on a modern, fresh, and attractive design that
emphasizes the comfort and hospitality of the hostel. Also, high-quality photos should be used
that show the accommodation units, common areas, and the surroundings of the hostel.

e Site structure: The site should be well-organized and easy to navigate. It is important to have a
clearly marked menu that allows quick access to key sections, such as accommodation units,
common areas, services, and hostel events. Also, information about the location of the hostel,
proximity to attractions, and transportation options should be highlighted.

e Reservation and contact: The site should provide a simple and secure system for booking
accommaodation. Also, contact information and an inquiry form should be readily available for
visitors who wish to ask questions or request additional information.

e Photo gallery: In order to attract the attention of travelers and to convey the atmosphere of the
hostel, the site should contain a photo gallery. Photos should show the comfort of the
accommodation, modern common areas, social activities, and proximity to attractions. These
photos will help travelers gain a better insight into what the hostel offers and awaits them
during their stay.

e Social media integration: In order to increase the hostel's visibility and interaction with
travelers, it is important to have social media integration. The site should allow visitors to
follow the hostel on social networks and share relevant content through their profiles. Also,
links to hostel profiles on popular platforms should be available.

This analysis of hostel website requirements serves as the basis for the planning and development

of this website.

5.1. Site testing and optimization

After the successful implementation of the functionality on the website of the "Garni Ideal" hostel,
the next step was to test and optimize the site to ensure that all functionalities work properly and that
visitors have a quality user experience. All interactive elements on the site were tested, including
reservation forms, contact form, and photo gallery. The correctness of the display of all data, the
success of sending reservations, and messages, as well as the correct display and the possibility of
viewing photos were checked. Also, field validation is checked to prevent incorrect data from being
entered. After that, the site's responsiveness was tested on different devices and browsers. It is
ensured that the site is displayed correctly on desktop computers, tablets, and mobile phones, as well
as that all elements and content are clearly visible and adapted to each device. In parallel with the
testing, the loading speed of the site was optimized to ensure fast page loading and avoid long waiting
times for visitors. This is made possible by optimizing images, minimizing CSS and JavaScript files,
as well as using caching and other techniques to speed up loading.

In the site optimization process, Rank Math SEO plugin was used to optimize meta data, page
titles, descriptions, and keywords. Also, the structure of the URLSs has been checked and ensured that
they are friendly to search engines. This improved the visibility of the site on search engines and
enabled better ranking in the search results. All changes and optimizations on the website of the
"Garni ldeal” hostel were aimed at improving the user experience, increasing visibility on search
engines and achieving better site performance.
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5.2. Evaluation of results and user experience

After the creation of the "Garni Ideal" hostel website, an evaluation of the results and an analysis
of the user experience was carried out in order to assess the success of the project and identify
opportunities for further improvement.

GARNI IDEAL

Figure 1: Index page of hostel website. Figure 2: Gallery page of hostel website.

GARNI IDEAL

GARNI IDEAL

Rezervidite smestaj

Figure 3: Reservation page of hostel website. Figure 4: Recommendations page of hostel website.
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One way to measure the success of the site was to collect feedback from visitors. There is an
option for comments and ratings on individual pages so that users can express their impressions and
suggestions. Also, analytical tools were used to monitor the number of visits, average time spent on
the site, and other relevant metrics.

As part of the evaluation, screenshots of the site pages were used. A few selected screenshots
illustrating the design, functionality, and interaction of the hostel website are shown in Figures 1-4.

The charts in figures 5-8 represent user experience about content overview, ease of navigation,
intuitive design, and usefulness of booking forms and photo galleries.

71 oarosop

Figure 5: User experience about content overview. Figure 6: User experience about ease of navigation.
56 (78.9%)
63 (88,7%)
1(1.4%) m m 0(0%) 1(1.4%) (28 > (%
Figure 7: User experience about intuitive design. Figure 8: User experience about interaction.

Taking into account the feedback and analytical data, it was determined that the website of the
"Garni Ideal" hostel has a positive response from visitors. Users expressed satisfaction with the
content overview, ease of navigation, and intuitive design. They also highlighted the usefulness of
booking forms and photo galleries for investigating the hostel's offer.

6. Analysis of requirements for modern websites

Regardless of the type of business, websites have become an essential tool for success in today's
digital environment and play a key role in business by enabling companies to: have an online
presence, communicate with potential customers, build a brand, promote products and services,
generate sales, and track performance.

Based on the experience in creating websites, it can be concluded that there are several key factors
for the development of successful sites that meet modern e-marketing standards:

1. Attractive design and well-organized site structure — attractive design with modern visual

elements and a logically organized site structure improves user experience and attract visitors.

2. Site loading speed — it is a fact that users have less and less patience for slow-loading web
pages. Therefore, site performance optimization, such as image optimization, caching, and
server optimization, is necessary to ensure fast and efficient content delivery.

3. Responsive Design — considering the increasing use of mobile devices, responsive design is
vital. Adapting a website to different screens and devices ensures an optimal user experience
[1].

4. Relevant and high-quality content — users appreciate high-quality content that is original,
relevant and provides value. Integrating different types of content, such as text articles, blogs,
images, and videos, contributes to user engagement and improves SEO results.

5. Site security — it is important to ensure data security and protect user information. The
implementation of security measures such as SSL certificates, data encryption, and regular
updates of the platform and plugins ensure that the site is safe for users.
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Therefore, a combination of the above key factors ensures the success of a website. The integration
of attractive design, loading speed, responsive design, quality content, and site security enables users
to have an outstanding user experience and achieve the business goals of the enterprise.

7. Conclusions

This paper provided a thorough insight into the requirements and standards behind the
development of websites in accordance with the latest e-marketing trends. Also, it provided valuable
insight into the complexity and requirements behind the development of modern websites, as well as
their connection to the latest e-marketing standards.

The website of the "Garni Ideal" hostel was used as a case study. It was established that the key
elements for successful websites are: attractive design and well-organized site structure, site loading
speed, responsive design, relevant and high-quality content, and site security.

Through an attractive design, relevant information, and functionality, this kind of site is a powerful
tool for attracting visitors, providing information, and achieving the goals of business entities.
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Abstract:

This paper presents the processing of thermal images using Python programming language and
OpenCV library. Computer vision deals with image processing such as filtering and edge
detection, color detection, etc. The process of identifying colors is called color detection. Red,
blue, and green are the basic colors of computer vision. For this research, images of the
platform based on Arduino UNO microcontroller board created with a thermal camera Testo
882 were used. This platform is designed to collect solar radiation data and therefore planned
to be exposed to direct sunlight. The thermal images with color detection can be used to identify
and monitor the heating of the platform components, as well as to analyze the impact of the
temperature of the solar panel on its efficiency. In this paper, original thermal images of the
platform are shown, as well as filtered images that show areas with defined temperatures.

Keywords:
thermal images, image processing, Python, OpenCV, Arduino

1. Introduction

OpenCV is Open Computer Vision Library launched by Intel 1999 The library is written in
programming languages such as C and C+ and can run on Windows and Linux. This library can be used
with other programming languages like Python, MATLAB, Ruby etc. NumPy and Python are powerful
tools for image processing. The field of computer vision has image processing abilities that include
filtering, edge detection, corner detection, sampling and exclamation, color conversion, morphological
operations, histograms, and many more [4].

Color detection is the process of identifying the color of targeted pixels in images. Humans perform
this action naturally, while it is not the case for computers. Human eyes and brain work in coordination
to translate light into color. The signal to the brain that recognizes color is transmitted by light receptors
present in the eyes. The basic colors of computer vision are red, green, and blue. This helps in
recognizing colors and in robotics. Color detection has its applications in driverless cars. This system
is useful in detecting traffic and vehicle backlights and in making decisions to stop, start, and continue
driving. It can be used in industry to pick and place different colored objects with the robotic arm. Color
detection is also used as a tool in various image editing and drawing apps [5].

The statistical machine learning libraries used by OpenCV are Decision tree learning, Gradient
boosting trees, Boosting, Deep neural networks, Convolutional neural networks, Support vector
machine, Random Forest, Artificial neural networks, Naive Bayes classifier, K-nearest neighbor
algorithm, and Expectation-maximization algorithm [6].

Python is a powerful, procedural, object-oriented, and functional programming language, created by
Guido Van Rossum in the late 1980s. Python is used for computer GUI development, software
development, web development, education, and scientific applications. Removing the brackets makes
the code shorter. Learning advanced functions is a bit more complex, while some tasks are quite simple.

Python project is easy to understand, and Python code is concise, efficient, understandable, and
manageable. Python’s standard library is huge and there are all the functions to solve various tasks. The
Python package manager (pip) makes it easy to import other packages from the Python package index
(PyPi). A Python application can be written on one platform and used on other platforms [12].
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This paper presents an approach in using Python and OpenCV library for thermal image processing.
The thermal images of the platform based on an Arduino UNO microcontroller board created with a
thermal camera Testo 882 were used. This platform is designed to collect solar radiation data and
therefore planned to be exposed to direct sunlight [1, 2, 3]. The thermal images with color detection can
be used to identify and monitor the heating of the platform components over the time of its utilization.
Also, to to analyze the impact of the temperature of the solar panel on its efficiency by comparing the
change of solar panel temperature and solar panel output voltage in combination with other parameters
collected by the sensors.

2. Related work

Computer vision can recognize the image characteristics and deals with image processing, such as
color detection, edge detection, shape detection, etc. Using OpenCV can improve image recognition,
and together with Python it can be used for real-time video recognition. [6].

Other usage of image recognition techniques can be various. Documents and certificates are signed
daily, and those documents can be scanned. One example is signing a contract for a mobile SIM card.
Fraudsters often take original documents and scan them. Scanned documents can be easily modified
through various digital tools. One of the most used tools is Adobe Photoshop. Fake documents, i.e.,
counterfeits can be used for various scams. Code written in Python and OpenCV based on FLANN
(Fast Library for Approximate Nearest Neighbors) evaluates whether the image is original or fake.
OpenCV has huge algorithms support for extracting features in images and videos [6].

With the help of OpenCYV it is possible to extract colors from images using the KMeans algorithm
and filter images from image collections based on RGB color values. Matplotlib.pyplot and numpy
libraries should be also installed as well as the KMeans algorithm which is part of the sklearn cluster
subpackage. To compare the colors, they must be converted using rgb2lab, and then the similarity is
calculated [7]. In the paper [8], an application for tracking and detecting faces in videos and cameras
was developed, which can have multiple purposes. Face detection is analyzed using OpenCV.

Acrtificial intelligence and machine learning algorithms help in object detection. OpenCV can be
used to identify and track objects in real time. Image identification uses object detection, recognition,
and segmentation techniques. The use of artificial intelligence and machine learning improves the speed
of data processing and the maintenance of results [6]. To ensure that the wire meets the production
requirements, the exact number of copper cores in the wire must be known. An edge detection method
based on OpenCV with computer vision and image processing algorithms and functions can help for
this purpose. High-resolution cameras are used to record the interior of the wire structure [13].

In urban areas, it is necessary to optimize the efficiency of traffic flow. One of the reasons for traffic
congestion is due to red light delays. In order to avoid the problem of traffic control, an Adaptive
Intelligent Traffic Light control system (AITLCS) based on OpenCV, and image processing technique
is proposed. The proposed system is designed to provide efficient traffic flow for everyday life.
OpenCV handles signals. The system consists of a lane-facing camera that takes a picture of the route
being traveled, takes the density of the sand and the vehicle, and compares it to each image using image
processing. The images are effectively processed to know the traffic density [14].

The smartphone industry is growing rapidly, so smartphone apps need to use less power. In [15] two
Android applications based on video processing methods are presented, one uses the OpenCV library
and the other uses the Android library with the CamTest algorithm. Eight methods are applied to each
frame of recorded video. Efficiency and energy consumption, as well as processing speed, are
compared. Out of eight image processing methods, six methods using the OpenCV library are faster
than CamTest.

3. Processing of thermal images

OpenCV is a Python library and is used to solve computer vision problems, i.e., analyzing and
manipulating digital images, as well as image processing. OpenCV is often used to recognize human
faces, objects, handwriting, and more. OpenCV must be installed before using it.

It is installed through the command prompt, with the following command:
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pip install opencv-python

After entering the command, the OpenCV library package will be downloaded and installed [10]. In
the previous research [11], a thermal camera Testo 882 was used to create thermal images. The thermal
camera Testo 882 was fixed on a tripod, and a timer was set to take images every 30 minutes. Thermal
images have a resolution of 640x480 pixels. Images are stored locally on the camera's memory card,
and after a trial period, the images are transferred to a computer. After that, thermal images are analyzed
and processed.

Easy processing and precise analysis of infrared images on a computer is made possible by IRSoft
thermography software. IRSoft is used for analysis, processing, and reporting for clear presentation of
data. The display of critical temperature points on the image can be highlighted by software. Hot/cold
spots can be determined through thermographic application. Processing of thermal images is used to
determine the temperature exposure of the platform, which is based on the Arduino UNO
microcontroller and open-source platform. The obtained images can be used to identify and monitor the
heating of the platform components, as well as to collect (acquisition) data on the influence of the
temperature of the solar panel on its efficiency.

Processing images with the IRSoft is sufficient in the case when we have several images to process.
In the case when the batch processing of multiple images is needed it is much better to develop our own
tool for image processing. This can be achieved with Python and OpenCV library.

4. Results

A prototype application was created using the Python programming language and OpenCV and the
working environment Spyder. Spyder is a free, open-source environment written in Python for Python.
The created application enables image processing. For further testing of the application, thermal images
created by the Testo 882 thermal camera were used. Testo thermal camera stores thermal images in
.BMT format which can be opened in IRSoft. The preprocessing of the images in IRSoft includes
changing of palette to Hot/Cold, and exporting the image in .PNG format. The size of exported images
is 1000x1633.

In the IRSoft program, a thermal image obtained by a thermal camera is opened. Thermal images
can be exported in different image formats. For further testing of application, a thermal image in .PNG
format is used.

705°C

69.1°C

. 60.0

Figure 1. Two thermal images of the platform based on the Arduino UNO microcontroller used for
processing.

Two images shown in Figure 1 are used for testing the application. Both images show a platform
based on the Arduino UNO microcontroller and an open-source platform. In Figure 1, in addition to the
display of the platform, the temperature scale is also shown. The temperature scale ranges from -1.4°C
to 70.5°C on the left image, and from -9.7°C to 69.1°C on the right image. The temperature scale
contains colors that show the temperature from the coldest to the hottest.

In the first phase, we wanted to separate parts from the thermal image, with a temperature range
from 60°C to 70.5°C. Colors are displayed in HSV format. To detect the color from the temperature
scale, the GIMP software and color picker tool are used, by manually clicking to the targeted pixel in a
color scale. This can be automated in the Python script, and it will be included in the next phase of
developing software. With the color picker tool, the first color on the scale at 60°C is selected, and in
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HSV code this color is 34, 100, 100, and the second color for 70.5°C is 0, 100, 100. Those values are
used for both images.

For now, the application can only load one image at a time. Before the start of processing the
temperature is shown in specific colors, red for hot and blue for cold, as can be seen in Fig. 1 in color
scales. After starting the application, the image is filtered to show only part of the images with color
indicating temperature in the range from 70.5°C to 60°C. the original image is displayed, then a black
and white mask, where the white color represents the result. The result of the range between 60°C and
70.5°C is shown in Figure 2 in the form of a colored mask.

Figure 2. The result of the range between 60°C and 70.5°C shown in the form of a colored mask.

The same filter can be shown in grayscale masked from as it is shown in Fig. 3.

r

Figure 3. The result of the range between 60°C and 70.5°C shown in the form of a greyscale mask.

Another example is to extract colors from a thermal image that are in the range of 30°C to 40°C.
Color codes in HSV format for 30°C are 184, 100, 100, while for 40°C it is 125, 100, 100. Figure 4
shows the result of the range between 30°C and 40°C, in the form of a colored mask.

Figure 4. The result of the range between 30°C and 40°C shown in the form of colored mask.

99



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

5. Conclusion and further work

This paper presents the processing of thermal images using Python and OpenCV. Thermal images
were obtained with a thermal camera Testo 882. The thermal camera was fixed, and every 30 minutes
it created one photo of the platform based on Arduino UNO microcontrollers and open-source platform.
Thermal images of the platform are used for further research and analysis, where it is important to
monitor the heating of the platform components, as well as to collect data on the impact of the
temperature of the solar panel on its efficiency.

An application prototype was created in the Spyder environment, using Python and OpenCV. The
application currently has the ability to open and process one image at a time. After that, it is necessary
to determine the range of colors that are required in the image. In the thermal image, shades of color
are shown, and they represent temperature. Two examples are made in the paper with two images. One
example is finding a temperature in the range of 60°C to 70.5°C, and another example in the range of
30°C to 40°C.

Further development will include the expansion of applications for multiple (batch) processing and
the use of convolutional neural networks for detailed analysis of thermal images in combination with
other data collected with the sensors. Thus, recognizing the critical parts of the platform (i.e., high-
temperature points and component overheating) and its behavior during exposure to direct solar
radiation, will be enhanced with convolutional neural networks.
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Abstract:

The energy received from the sun in the form of electromagnetic radiation is solar radiation. A
device that converts light energy into an output electrical signal is a light sensor. Different
types of light sensors are used to measure brightness, react to changes in the amount of light
received, or convert light into electricity. This paper presents an exploratory analysis of light
sensors for use with Arduino-based solar data collection platforms. This paper provides an
overview of available low-cost light sensors with the ability to interface with Arduino. Light
sensors can be analog or digital. They can operate in the IR, UV, or visible light spectrum, or
all three. Different types of sensors are presented in the paper. The paper shows examples of
sample code and examples of wiring diagrams. At the end of the paper, the comparison of the
described sensors is given with the proposal of expanding the existing platform for solar data
collection based on Arduino UNO and described sensors.

Keywords:
Open-source hardware, Arduino UNO, light sensors, solar radiation, solar radiation data
collection

1. Introduction

Broadly speaking, solar radiation is the transfer of energy from the Sun to all directions in space.
Sunlight, or solar light, is the light produced by the sun. The sun produces energy through thermonuclear
reactions on its surface, which are manifested, among other things, by the radiation of photons to the
planets in the solar system. On its way to the Earth's surface, sunlight passes through a dense layer of
the atmosphere, which filters its ultraviolet radiation and thus removes its effects, which are harmful to
living beings on Earth [1].

The light sensor is a passive device that converts the light energy into an electrical signal output.
Light sensors are more commonly known as photoelectric devices or photo sensors because they
convert light energy (photons) into electronic signals (electrons). The work of those sensors is based on
internal photoelectrical effects resulting in electron flow or electric current. Light sensors are a type of
photodetector (or photosensors) that detect light. Different types of light sensors can be used to measure
illuminance, respond to changes in the amount of light received, or convert light to electricity [2].

The most common types of light sensors are photodiodes, photoresistors, phototransistors, and
photovoltaic light sensors. These components can be used in applications such as light sensing in mobile
devices, automatic outdoor lighting, proximity sensors, and renewable energy. There are several types
of light sensors based on the method of conversion of the measured physical quantity into measurement
information: sensors with analog conversion, sensors with analog signal conversion in signal with
variable period or frequency, and sensors with analog-digital conversion.

There are several types of sensors with analog signal: sensors with photoelectronic emission
(external photo effect), sensors with photoconductivity effect (internal photo effect), sensors with
photovoltaic effect (photocells), sensors with change in resistance of p-n junction and sensors with
pyroelectric effect. The output signal of optical sensors with periodic or frequency output is a pulse
signal with variable duration or with variable frequency.
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In the case of optical sensors with analog-digital conversion, the output signal is a code that is
proportional to the change in the analog input signal. Sensors with A/D conversion are the most
promising optical sensors. They are divided into two large groups. The first group includes sensors with
sequential coding, and the second group includes sensors with parallel coding [3].

This paper deals with the usage of open-source hardware and low-cost light (photo) sensors for
building an Arduino-based platform for solar radiation data collection. Data collected with the platform
are ambient temperature and humidity, visible and UV light intensity, solar panel temperature and
voltage output as it was described in [4, 5, 6]. All collected data are used to analyze the impact of
various ambient parameters on solar the panel performance. The contribution of this paper is a survey
and analysis of available low-cost light sensors, with a special focus on their characteristics, and the
possibility to integrate with Arduino platforms. The paper presents the plan for platform expansion
based on research findings, and on the author's experience with the already created and tested platform,
different sensors, and their performances as published in previous works [4, 5, 6]. The planning of the
expansion of the existing platform takes into the consideration performances of the development boards
and their limitation with the goal to find the optimal combination of sensors and board capabilities. For
example, Arduino UNO and MEGA have enough analog pins, but no integrated communication
modules. The ESP8266 boards (NodeMCU, Wemos D1 and clones) have only one analog pin, but
integrated communication module (Wi-Fi). The ESP32 boards have enough analog pins and integrated
communication modules (Wi-Fi, Bluetooth). The communication nodules are important for integration
of this data acquisition platform in the wireless sensor networks. The research findings are used to find
the efficient and budget friendly expansion of the existing platforms which are mainly based on Arduino
UNO and ESP8266. So far, in these platforms, UV analog sensors and BH1750 have been used. The
goal of this expansion is to build a platform for more effective data collection. This paper is structured
as follows. After the introduction, the related work is presented. A detailed overview of available light
sensors is given in the third section. In the fourth section with sensor comparison, the proposed platform
expansion is presented. In the end, the conclusion of the research findings is given.

2. Related work

Arduino is an open-source hardware electronic platform based on hardware and software
components. Arduino boards can read inputs such as light sensing, a button press, or Twitter messages
and convert these inputs into outputs, for example, to activate a motor, turn on an LED, or perform tasks
on a network. Data collected with Arduino products can be stored on an SD card, transferred with Wi-
Fi to the cloud, or via serial port directly to a PC.

The Arduino UNO and clone boards are often used for building prototypes and for system design
for various purposes. In this section will be presented several of these projects. The paper [7] presents
an approach that integrates PLCs and the Arduino platform into a common SCADA system using
connectivity provided by Open Platform Communications (OPC). In the paper [8], a prototype was
created based on affordable open-source hardware and computer vision to test control algorithms
developed in Mathematica and Simulink. The aim of developing this prototype is to facilitate learning
about solar energy. It helps in understanding the fundamentals of solar systems and offers the possibility
of working in other fields connected to solar concentration systems.

The [9] provides an overview of several light sensors: a photo-resistor, UV/IR/Visible light
(S11145), high dynamic range LUX(TSL2591), digital luminosity LUX(TSL2561), and an analog light
(GA1A1S202WP). It examines a subset of sensors suitable for specific microcontrollers and evaluates
their qualities. It is assessed that the most crucial quality of these sensors is their light sensitivity and
analog sensors are preferred by this author for basic-lever applications.

The paper [10] proposes a data acquisition system (DAS) with the capability to collect voltage and
current data in real-time. The system is cost-effective, with analog voltage and current sensors
connected to an open-source Arduino platform for real-time data storage on an SD card. As a result,
power losses are minimized. In this paper [11] it is described a method for reducing electrical energy
consumption using light-dependent resistors (LDR) sensors. A controller for reading the sensors was
tested in a small room with two LED lights. Two LDR sensors were used to measure one LED bulb and
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the system was tested during the day. It has been demonstrated that this system can effectively reduce
electricity consumption during daylight hours.

3. Type of light sensors

Generally, considering the connectivity to Arduino UNO and clone boards, authors can classify
sensors into two major groups: analog, and digital sensors (12C bus). In the following section, the most
popular types of low-cost light sensors of both types used for interfacing with Arduino UNO and clone
boards will be presented. Besides the specification of the sensors in the paper will be presented the
wiring schemes with Arduino UNO and clone boards, as well as a couple of simple code examples for
Arduino UNO.

3.1. Analog light sensors

LDR (light-dependent resistor) is the most common and very cheap analog light sensor module that
uses a GL5528 photoresistor to detect the ambient light intensity. The resistance of the sensor decreases
when the ambient light intensity increases. An LM358 chip is used as a voltage follower to allow
accurate readings [12]. This sensor has low power consumption, and it is used in a variety of
applications such as electronic toys, light-control switch monitors, etc. It is very easy to be implanted
in prototypes and projects, especially for beginners. The simple Arduino code for the LDR sensor is
given in Listing 1, and the wiring with the Arduino is Shown in Fig. 1. It can be connected with Arduino
in combination with a 10 kQ resistor, or with a breakout board with an integrated resistor. For better
understanding the code, the variable rawRange represents the maximal number of values on the Arduino
UNO analog pin. Arduino UNO has 10-bit analog to digital converter, giving the values on analog pins
in the range 0-1023. The variable longRange is variable that represents 5V operating voltage of Arduino
UNO microcontroller board, while operating voltage of NodeMCU is 3.3.V. Both values are needed to
convert Arduino UNO analog read values to lux values.

Another example of an analog sensor is UV light sensor - GUVA-S12SD [13]. It uses a UV
photodiode, which can detect the 240-370nm range of light (which covers UVB and most of the UVA
spectrum). Similar to the LDR sensor it is connected with three wires to the Arduino or any other
microcontroller board: one to 2.7-5.5VDC, one to GND, and one to read the analog signal from the
OUT pin. Fig. 1 (right side of the image) shows the wiring of the analog UV sensor to NodeMCU with
ESP8266 chip.

float rawRange
float logRange

1024;
5.0;

void setup() {
Serial.begin(9600) ;
pinMode (2, OUTPUT) ;
}

void loop() {

int sensorValue = analogRead(2);
float luxValue = sensorValue * logRange / rawRange;
float realValue = pow(1l0, luxValue);
Serial.print ("Light intensity: ");
Serial.print (sensorValue);
Serial.print (", ")
Serial.print("Light intensity: ");
Serial.println(sensorValue);

delay (500) ;

}

Listing 1. Sample code for LDR light sensor
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fritzing
Figure 1. Wiring diagram for Arduino UNO and clone boards with analog light sensors. From left to

right: LDR sensor with 10kQ resistor and Arduino UNO board, LDR sensor with breakout board and
Wemos D1 R32 board with ESP32 module, and UV analog sensor with NodeMCU ESP8266 board.
Image is generated with Fritzing [14].

CJMCU 101 sensor can be used instead of the LDR sensor. This sensor module is created using the
OPT101 light sensor chip. This chip includes a monolithic photodiode and a trans-impedance amplifier.
One of the advantages of the sensor is that the amplifier is single or dual designed for power supply,
which can run on battery equipment. When the photodiode operates in the photoconductive mode, it
has good linearity and low dark current. Through this sensor, the light intensity can be obtained as an
analog value. This chip requires a potential of 2.7V to 36V to operate and can be operated from a single
or dual supply. This sensor is used for barcode scanners, money changers, smoke detectors, proximity
sensors, medical instruments, laboratory instruments, and photographic analyzers. The main features of
the sensor are as follows: size of photodiode: 2.29mm x 2.29mm, internal feedback resistor: 1IMQ, low
quiescent current: 120uA, high responsivity: 0.45A/W, and working temperature: 0-70°C [15, 16].

3.2. Digital light sensors

The ideal sensor for use in a wide range of lighting situations is the TSL2561 Advanced Digital Light
Sensor. This sensor is more accurate, compared to cheap LDR sensors, allows accurate lux calculations,
and can be configured for different gain/time signal ranges to detect light ranges from 0.1 — 40,000+
lux. The sensor contains infrared diodes and full-spectrum diodes. The sensor can measure infrared
light, full-spectrum light, or human-visible light separately. Most sensors can only detect one or the
other, which does not accurately represent what the human eye sees. IR light detected by most photo
diodes can’t be detected by humans. There is a version with a 3.3V regulator and level shifter circuit so
it can be used with any 3-5V power/logic microcontroller. The sensor has a digital (1°C) interface. It
can select one of three addresses so it can have up to three sensors on one board — each with a different
12C address. The built-in ADC means it can be used with any microcontroller, even if it doesn’t have
an analog input. Current consumption is extremely low, making it great for low-power data logging
systems, around 0.5mA when actively sensing, and less than 15uA when it shutdown mode [16]. The
example of wiring TLS2561 with Arduino UNO is shown in Fig. 2 (left).

The main features of the sensor are as follows: approximates human eye response, temperature
range: -30 to 80°C, dynamic range (Lux): 0.1 to 40,000 lux, voltage range: 2.7-3.6V, Interface: 12C
with 12C 7-bit addresses 0x39, 0x29, 0x49, selectable with jumpers [17].

The VEML7700 is another popular sensor. It has a 16-bit dynamic range for ambient light detection
from 0 lux to 120 lux with a resolution of up to 0.0036 Ix/ct, with software adjustable gain and
integration time. The connection is simple, the sensor uses a simple universal 1°C. This sensor is
mounted on a breakout board with a 3.3V regulator and logic level shifter so it can be used with 3.3V
or 5V power/logic microcontrollers. A library has been written for Arduino (C/C++) as well as
CircuitPython (Python 3). This sensor can be used with any type of device, even a Raspberry Pi [18].
The example of wiring VEML7700 with ESP32 board is shown in Fig. 2 (right).

Grove — Sunlight Sensor is a multi-channel digital light sensor, which can detect UV light, visible
light, and infrared light. This device is based on the SI1151, a new sensor from SiLabs. The SI1151 is
a low-power, reflectance-based infrared proximity, UV index, and ambient light sensor with an 12C
digital interface and a programmable event interrupt output. It offers excellent performance in a wide
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dynamic range and various light sources including direct sunlight. The Grove — Sunlight Sensor
includes a built-in Grove connector, which allows connection to the Arduino. It can also be used with
a Raspberry Pi weather station or a smart irrigation system using Arduino if it needs to monitor the
visible spectrum. Features of the sensor are as follows: a multi-channel digital light sensor that can
detect UV light, visible light, and infrared light, wide spectrum detection range: 280-950nm, 12C
Interface (7-bit), compatible with Grove port plug-and-play, low power consumption: 3.3/5V Supply,
suitable for many microcontrollers and SBCs (Single Board Computers) [19].

The Avago/Broadcom APDS 9930 can be easily used in various projects together with SBCs and
MCUs. Those projects may need a touchless motion sensor for controlling a computer, microcontroller,
robots, or home devices, the automotive industry motion switching with gestures, or measuring ambient
light and color and proximity detection. The APDS 9930 provides a digital ambient light sensor, an IR
LED, and a complete proximity detection system in one chip. The proximity function offers plug-and-
play detection up to 100mm without front glass. The proximity detection function works well from
bright sunlight to dark areas. The wide dynamic range allows operation in the ability to put the device
in low power mode between ALS (Ambient Light Sense) and proximity measurement. The APDS 9930
is useful for screen management to extend battery life and ensure optimal viewing in different lighting
conditions [20].

The Adafruit BH1750 Ambient Light Sensor is a 16-bit 12C ambient light sensor designed by Rohm
Semiconductor. It is a small, capable, and inexpensive light sensor used for light detection and
measurement. The BH1750 can measure from 0 to 65K+ lux. With calibration and advanced timing
settings, it can even measure up to 100,000 lux. It comes integrated with a voltage regulator and level-
shifting circuit to allow it to be used with 3.3V devices such as the Feather M4 or Raspberry Pi, or 5V
devices such as the Arduino. The printed circuit board it's packaged on breakout board with pins on a
standard 0.1 inch/2.54mm pitch header. The library used is compatible with CircuitPython devices, as
well as Raspberry Pi, by installing PyPi [21]. The example of wiring BH1750 with an Arduino UNO
board is shown in Fig. 2 (center). The example Arduino code for BH1750 is given in Listing 2. [22].
For better understanding the code, BH1750 library (#include <BH1750.h>) is used for reading sensor
measured values (1ightMeter.readLightLevel ()) in lux (IxX) units of illuminance.

fritzing
Figure 2. Wiring diagram for Arduino UNO and clone boards with 12C sensors. From left to right:
TSL2561 and Arduino UNO board, BH1750 with Arduino UNO board, and VEML7700 with ESP32 board.
Image is generated with Fritzing [14]

#include <Wire.h>
#include <BH1750.h>
BH1750 lightMeter;

void setup() {
Serial.begin(9600) ;
Wire.begin() ;
lightMeter.begin() ;
Serial.println(F("BH1750 Test begin"));
}

void loop() {
float lux = lightMeter.readLightLevel ()
Serial.print ("Light: ");
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Serial.print (lux);
Serial.println(" 1x");
delay(1000) ;
}
Listing 2. Sample code for BH1750 I2C light sensor

The AP3216 is an integrated ALS and PS module that includes a digital ambient light sensor (ALS),
a proximity sensor (PS), and an IR LED in one package. This module is suitable for applications under
clear or tinted glass. The proximity function is specifically aimed at near-field applications and detects
an external object with a simple configurable zone controlled by registers. A 220 to 470 € resistor is
required to connect to this module. The AP3216 has two photodiodes. One detects light in the visible
range and the other in the infrared range. The photodiode voltages are amplified and digitized using an
AJD converter. The visible light result is stored by the AP3216 as a 16-bit value in the ALS data register.
The result from the IR measurement is stored as a 10-bit value in the IR data register. To measure
distance, the LED emits infrared light. An IR photodiode detects reflected radiation in addition to
ambient IR light. Based on this, the AP3216 calculates the distance as a 10-bit value and stores it in the
PS data register. Data stored in the ALS data register can be converted to a lux value. PS value cannot
be converted directly to distance [23].

The most important technical data for the ambient light sensor are four adjustable lux ranges and
calibration functions. For proximity sensor (PS) important data are: range from 2 cm up to approx. 30
cm depending on the settings, calibration function, four gain levels, and adjustable measuring times.
For the IR LED sensor important data are: selectable number of pulses per measurement, setting the
LED current. Additionally, the sensor has an interrupt function: for PS and ALS or both; active-low,
continuous, or single-shot measurements. The supply voltage of the sensor is 2.4 — 3.6 volts and has a
power consumption of 1.7 mA. The sensor is I2C with address Ox1E (not variable). [23]

Phidgets Light Sensor 70,000 lux can measure ambient light up to 70 kilolux (roughly equivalent to
direct sunlight). Each sensor is individually calibrated, and a label is affixed to the back of the plate
with a calibration value that can be used in calculations to increase measurement accuracy. The sensor
output is logarithmic, so it will be more accurate in low light. It can measure incandescent and
fluorescent light. Sensor output type: non-radiometric. Maximum sensitivity wavelength 560 nm. The
maximum response time of the sensor is 0.5 ms, the light level ranges from 3 Ix to 70 klx, light to
current ratio is 1.2, the current consumption is Max 500 pA, the supply voltage is 4 to 5.5 V DC, and
the operating temperature ranges from -40°C to 85°C [24].

4. Sensor comparison and proposed expansion of platform

The comparison of the presented sensor is given in Table 1.

Table | — Comparison of light sensors

No. Sensor Type Light Level Power Supply Wavelength Operating temp.  Price  Arduino
1 TSL2561 1°C 0.1 -40,000 Ix 2.7-3.6V 280nm — 950nm -30-80°C 6% yes
2 VEML7700 1C 0-120 Ix 33-5V 545nm -25-85°C 5% yes
3 Grove-Sunlight I°C 1-128 kiIx 3.3-5V 280nm — 950nm -45 - 85°C -12$ yes
4 APDS 9930 1C 0,01 Ix 22-3.6V 625nm -40 - 85°C 2% yes
5 BH1750 1C 0 — 65K+ Ix 3.3-5V 400nm — 700nm -40 - 85°C 5% yes
6 LDR analog N/A 2.7V -55V 540nm -30-70°C 1% yes
7 GUVA-S12SD  analog N/A 2.7V -55V 240nm — 370nm -30-85°C 7% yes
8 AP3216 1C 020661 Ix 2.4V - 3.6V 595nm — 700nm -40 - 85°C 8% yes
9 CJMCU 101 analog N/A 2.4V - 36V 650nm 0-70°C 7% yes
10 Phidgets light 1°C 3 Ix - 70 kIx 4V - 5.5V 560nm -40 — 85°C -7$ yes

After the overview of the presented sensors the expansion of the platform is planned with the
following configuration: (1) Arduino UNO development board, (2) solar panel, (3) VEML7700 1C, (4)
SI11151 I?C, (5) BH1750 I°C, (6) DHT-22, (7) TMP 36, (8) voltage sensor, (9) UV GUVA-S12SD, (10)
LDR with breakout board sensor, (A) SCL I2C bus, (B) SDA 12C bus, (C) GND bus, and (D) VCC bus.
The proposed configuration is shown in Fig. 3. Fig. 3 shows a platform with three 12C sensors, although
12C bus can connect up to eight devices per bus. Only three sensors are presented in Fig. 3, because of
better visibility, but in practice, the authors consider wiring from 3 to 4 12C sensors (respectively
VEMLT7700, SI11151, TLS2561, and BH1750). The GUVA-S12SD UV and LDR sensors are used as
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analog sensors. The Arduino UNO has the limitation of up to 6 analog sensors because of the number
of headers. Two headers are reserved for 12C (A4, A5), and two other headers are used for the voltage
sensor (A3), and for the TMP36 sensor (A2). TMP36 is used for measuring solar panel temperature,
and the voltage sensor is used for measuring solar panel output. The platform is focused on finding the
relationship between light intensity and solar panel output. The Arduino UNO also has 14 digital outputs
and only one digital output is used with the DHT-22 sensor for measuring ambient temperature and
humidity data. So, the next expansion of the platform will be mainly focused on adding digital sensors.
The BH1750 12C and GUVA-S12SD UV sensor, as well as the voltage sensor accuracy, is proved in
the previous version of the platform [2, 3, 4].

(3 4 5 6

fritzing

Figure 3. The proposed expansion of Arduino UNO-based solar data acquisition platform. Image is
generated with Fritzing [14].

5. Conclusions

This paper is focused on using an open-hardware source platform based on Arduino and clone
devices for solar radiation data acquisition. The Arduino platform can interface with various sensors
for measuring light intensity. This paper gives an overview of low-cost photo sensors that can be used
with such platforms. In summary, this paper presents different types of light sensors that can be used to
collect solar data and to predict the voltage output of solar panels. These sensors can be analog or digital.
The description of the sensors includes some important characteristics such as light intensity level,
power supply, wavelength range, operating temperature, price, and capabilities of interfacing with
Arduino. Wiring diagrams are shown for the majority of the presented sensors. In addition, sample
codes for reading sensor outputs are presented. At the end of the paper the comparison of sensors, with
the proposed expansion of the existing platform for solar radiation data acquisition is given.
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Abstract:

Smart City initiatives are gaining popularity around the world to improve urban life using
technology. Belgrade, the capital city of Serbia, has begun its own journey towards becoming
a Smart City, with several initiatives and projects underway. Belgrade's transformation into a
Smart City presents opportunities for enhancing urban sustainability, efficiency, and citizen
engagement. Overcoming obstacles like funding, collaboration, and privacy concerns is
crucial. By doing so, Belgrade can become a more livable city. Smart City initiatives also
enable citizen participation in governance through e-governance platforms, citizen feedback
systems, and social media, fostering transparency and accountability. Privacy and security
considerations are vital, requiring the establishment of protective policies. Belgrade's smart
parking system exemplifies technology's positive impact, offering practical solutions to
improve daily life. Moreover, smart city air pollution systems leverage advanced technologies
and data analytics to provide real-time solutions for enhancing air quality and reducing health
risks in urban areas. This paper explores the opportunities and challenges associated with the
development of a Smart City in Belgrade, with a focus on its potential to improve urban
sustainability, efficiency, and citizen’s engagement.

Keywords:
Citizen’s engagements, development, efficiency, projects, Smart City

1. Introduction

Belgrade is the largest city and the capital of Serbia, with a population of around 1.7 million people.
It is a city with a rich history, culture, and heritage, but also faces a few challenges related to
urbanization, infrastructure, and environmental sustainability. The concept of a Smart City is gaining
popularity around the world to address these challenges, and Belgrade is no exception. In recent years,
the city has started to adopt Smart City initiatives and projects, with the aim of improving the quality
of life for its citizens. The comparative method of analyzing available data was used within the case
study.

2. Smart City

A smart city is a city that uses advanced technology and data analysis to improve the quality of life
of its citizens, enhance sustainability, and streamline urban services. The term “smart city" refers to the
integration of various technological solutions and the use of data to optimize urban systems and
infrastructure [1], [2].

A smart city typically utilizes sensors, cameras, and other Internet of Things (10T) devices to gather
real-time data about various aspects of urban life, such as traffic flow, air quality, energy consumption,
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and water usage through artificial intelligence (Al). This data is then analyzed and used to make more
informed decisions about how to manage and improve the city [3].

In a smart city, technology is also used to improve citizen engagement and participation in civic life.
For example, citizens may have access to mobile apps that allow them to report issues, provide
feedback, and access information about city services and events [4].

The goal of a smart city is to create a more efficient, sustainable, and livable urban environment,
while also promoting economic growth and innovation [5].

3. Opportunities of a Smart City in Belgrade

The development of a Smart City in Belgrade offers numerous opportunities for improving urban
sustainability, efficiency, and citizen engagement. One of the key areas where Smart City initiatives
can make a significant impact is in the area of transportation. Belgrade has a high number of vehicles
on the road, which contributes to traffic congestion and air pollution. By implementing technologies
such as intelligent traffic management systems, electric vehicles, and bike-sharing schemes, the city
can reduce congestion and improve air quality [6].

Another opportunity presented by Smart City initiatives is the potential for energy efficiency and
sustainability. Belgrade has a high demand for energy, which is met primarily by fossil fuels. The
implementation of Smart Grids, renewable energy sources, and energy-efficient buildings can help the
city reduce its carbon footprint and become more environmentally sustainable [7].

3.1. The Smart City initiatives

The smart city initiatives in Belgrade offer significant potential for improving energy efficiency and
sustainability and city could focus its efforts in the following areas [2], [8]:

Smart buildings: One of the most significant contributors to energy consumption in cities is
buildings. Implementing smart building technologies such as intelligent lighting, heating, and cooling
systems, and building automation could significantly reduce energy consumption and costs.

Renewable energy sources: Belgrade has significant potential for implementing renewable energy
sources such as solar and wind energy. By investing in renewable energy infrastructure, the city could
reduce its reliance on fossil fuels, decrease greenhouse gas emissions, and improve energy efficiency.

Smart transportation: The implementation of smart transportation systems could significantly
reduce traffic congestion and air pollution in the city. For example, intelligent traffic management
systems, electric and hybrid vehicles, and smart parking solutions could improve transportation
efficiency, reduce fuel consumption, and improve air quality.

Waste management: Smart waste management systems such as waste sorting and recycling could
reduce the amount of waste that ends up in landfills and contribute to sustainability.

3.2. Traffic congestion and air pollution

Traffic congestion and air pollution are significant issues in Belgrade, Serbia’s capital city [9]. Here

are some figures related to these problems:

e According to a report by the World Health Organization (WHO) in 2018, Belgrade had an
average annual concentration of particulate matter (PM2.5) in the air of 24 micrograms per
cubic meter, which is twice the recommended limit by WHO. In the same year, the city was
ranked as the 14th most polluted city in Europe in terms of PM2.5 levels [10].

e In 2019, a study by the Serbian Ministry of Environment and Urban Planning showed that
traffic was responsible for around 80% of air pollution in Belgrade [11].

e  According to a survey conducted by the City of Belgrade in 2020, traffic congestion is the most
significant problem for residents, with 64% of respondents stating that it is a major issue [12].
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e A study conducted by the Institute of Transportation CIP in Belgrade in 2018 estimated that
the economic cost of traffic congestion in Belgrade was around 750 million euros per year.

These figures highlight the urgent need for measures to address traffic congestion and air pollution
in Belgrade. The city has taken some steps towards improving air quality, such as implementing low-
emission zones and promoting the use of public transport and cycling. However, more comprehensive
and long-term solutions are needed to tackle these significant challenges.

4. Smart City Air Pollution Systems

Smart City Air Pollution Systems are technologies and infrastructure that are designed to monitor
and control air pollution in urban areas. These systems utilize sensors, data analytics, and other
advanced technologies to collect and analyze data on air quality, and to provide real-time information
to citizens, local governments, and other stakeholders [13], [14].

There are various types of smart city air pollution systems, some of which are [15]:

e Air quality sensors.

e  Smart traffic management.

e  Electric vehicle charging infrastructure.

e  (Green spaces.

e Air pollution reduction technologies.

4.1. Air quality sensors

These are devices that measure air pollution levels in the environment. They can be deployed in
various locations throughout the city, such as on streetlamps or buildings, and can provide real-time
information on air quality to city officials and residents. Air quality sensors are a key component of
smart city air pollution systems and can be used to monitor and improve air quality in urban areas [16].
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There are several types of air quality sensors, including [2], [14]:

e Particulate matter (PM) sensors: These sensors measure the concentration of tiny particles in
the air that can cause respiratory and cardiovascular problems. PM sensors can detect both fine
(PM2.5) and coarse (PM10) particles.

e Nitrogen oxide (NOXx) sensors: NOx is a common air pollutant that is emitted by vehicles and
power plants. NOx sensors can measure the concentration of this pollutant in the air.

e Carbon monoxide (CO) sensors: CO is a toxic gas that is produced by the incomplete
combustion of fossil fuels. CO sensors can measure the concentration of this gas in the air.

e Ozone (O3) sensors: Ozone is a gas that is formed by the reaction of sunlight with other air
pollutants. Ozone sensors can measure the concentration of this gas in the air.

e Volatile organic compound (VOC) sensors: VOCs are emitted by many sources, including
vehicles, industrial processes, and consumer products. VOC sensors can detect the
concentration of these compounds in the air.

According to the Environmental Agency of the Republic of Serbia (SEPA), there are currently 27
air quality monitoring stations in Belgrade, which are measuring levels of various air pollutants such as
PM10, PM2.5, NO2, SO,, O3, CO, and benzene. These stations are part of a national network of air
guality monitoring stations in Serbia, and the data collected from them is publicly available on the
agency's website.
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Chart 2: Data’s from Belgrade “Vracar” Air Quality Monitoring Station (AQMS), 21-27 March 2023
(Source: SEPA)
4.2. Smart traffic management

Traffic is a major source of air pollution in urban areas. Smart traffic management systems use data
analytics to optimize traffic flow, reducing congestion and emissions. One of good example of the smart
traffic management in the city of Belgrade is the smart parking system [9].

4.2.1. Smart parking systems in Belgrade

A smart parking system is a technology-driven solution that helps drivers find available parking
spots quickly and efficiently. The system uses various sensors, cameras, and other technologies to detect
the presence of a vehicle and provide real-time information about parking availability to drivers [17].

113



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

With a smart parking system, drivers can easily access information about available parking spots
through a mobile app or digital displays. The app provides real-time updates about available parking
spaces, their location, and the cost of parking. The system can also help drivers navigate to the nearest
available parking spot through GPS or other navigation tools.

Smart parking systems have several benefits, including reducing the time spent searching for parking
spots, minimizing traffic congestion, and improving air quality by reducing the number of cars on the
road. Additionally, these systems can help cities generate more revenue through dynamic pricing of
parking fees based on demand.

One of the major issues in Belgrade is traffic congestion, and finding a parking spot in the city can
be challenging. To address this problem, the city has implemented a smart parking system that enables
drivers to find available parking spots quickly and efficiently.

The smart parking system is based on a network of sensors that are installed in parking lots and on-
street parking spaces throughout the city of Belgrade. These sensors detect the presence of a vehicle
and transmit data to a central server, which then processes the information and provides real-time
information about parking availability [9].

Figure 2: Different types of parking sensors

Drivers can access this information through a mobile app, which displays available parking spots
and the cost of parking. The app also provides navigation assistance to help drivers find their way to
the nearest available parking spot.
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The smart parking system has several benefits for drivers and the city as a whole. It reduces the time
spent searching for a parking spot, which can reduce traffic congestion and air pollution. It also
increases revenue for the city, as the parking fees can be set dynamically based on demand.

4.3. Electric vehicle charging infrastructure

Encouraging the adoption of electric vehicles can help to reduce air pollution in city of Belgrade.
Smart charging infrastructure can be deployed throughout the city, making it easier for residents to
charge their electric vehicles and reducing their reliance on gasoline-powered vehicles [18].
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Figure 4: The network of the electric vehicle charging points in Belgrade (Source: eMobilnost)

Electric vehicle charging infrastructure refers to the network of charging stations and related
equipment that enables electric vehicle owners to recharge their vehicles. This infrastructure can include
a variety of charging options, such as level 1 and 2 charging stations for home or workplace charging,
and level 3 DC fast charging stations for public use [19].

4.4. Green spaces

Green spaces such as parks and trees can help to absorb pollutants and improve air quality. Belgrade
smart city planners can incorporate more green spaces into urban areas, utilizing data analytics to
determine the best locations for these spaces [20].

Smart technologies can also be used to enhance the functionality and sustainability of green spaces
in smart cities. For example, sensors can be installed to monitor soil moisture levels, temperature, and
air quality, which can help optimize irrigation and maintenance schedules. Furthermore, digital tools
such as mobile apps can help residents locate and access green spaces, report maintenance issues, and
participate in community events.
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4.5. Air pollution reduction technologies

There are various technologies that can be used to reduce air pollution, such as scrubbers on
industrial smokestacks or filters on HVAC systems?. Smart city planners can identify areas with high
levels of pollution and deploy these technologies to reduce emissions. There are several technologies
available to reduce air pollution, from fuel-switching to exhaust gas treatment, low-emission vehicles,
air purification systems, and alternative energy sources [21].

5. Citizen’s Engagement in Smart City Development

Citizen engagement is critical for the success of smart city development. Engaging citizens in the
process of developing smart cities can lead to more inclusive and responsive solutions that meet the
needs and expectations of the community. Citizen’s engagement is crucial for the success of smart city
development. Creating open channels of communication, participatory planning, co-creation,
education, and outreach, and monitoring and evaluation are some ways to encourage citizen engagement
in smart city development [22].

6. Challenges

Belgrade, like many other cities around the world, faces several challenges in implementing smart
city initiatives. As per our point of view and research some of these challenges include:

Funding: One of the biggest challenges is securing the necessary funding for smart city projects.
Implementing smart city technologies requires significant investment in infrastructure, data analytics,
and loT devices.

Data Management: Gathering and managing large amounts of data from multiple sources can be a
complex task, especially when different departments and organizations are involved. Ensuring data
privacy and security is also a major challenge.

Citizen Engagement: Engaging citizens in smart city initiatives can be a challenge, as some may not
be familiar with the technology or may not have access to it. It's important to ensure that all citizens
have equal access to the benefits of smart city technology.

Infrastructure: Upgrading existing infrastructure to support smart city technologies can be a
challenge. In Belgrade, for example, the city's aging infrastructure may require significant upgrades to
support new technologies.

Coordination: Smart city initiatives often involve multiple stakeholders, including government
agencies, private companies, and community groups. Ensuring coordination between these stakeholders
can be a challenge.

Cultural Factors: Cultural factors such as resistance to change and bureaucratic structures may also
hinder the implementation of smart city initiatives.

Smart City initiatives in Belgrade require a multidisciplinary approach and the involvement of
different actors to be successful. So, addressing these challenges will require strong leadership,
collaboration, and a commitment to innovation and sustainable development.

7. Conclusions

The development of Belgrade as a Smart City offers numerous opportunities for improving urban
sustainability, efficiency, and citizen engagement. However, there are also several challenges that need

1 HVAC stands for Heating, Ventilation, and Air Conditioning. HVAC systems are used to control and regulate the
temperature, humidity, and air quality of indoor spaces.
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to be addressed, including funding, collaboration, and privacy concerns. By addressing these challenges
and building on the opportunities presented by Smart City initiatives, Belgrade can become a more
sustainable, efficient, and livable city for its citizens.

Smart City initiatives also have the potential to improve citizen engagement and participation in
urban governance. By implementing technologies such as e-governance platforms, smart citizen
feedback systems, and social media, the city can engage citizens in decision-making processes and
improve the transparency and accountability of local government [22], [23].

Privacy and security concerns are also important considerations in the development of Smart City
initiatives. The collection and use of data by Smart City technologies raises questions about privacy
and security, and the city will need to develop policies and regulations to protect the rights of its citizens.

The smart parking system in Belgrade is an excellent example of how technology can be used to
improve urban life. It shows how smart city initiatives can provide practical solutions to everyday
problems and improve the quality of life for citizens [9].

The smart city air pollution systems aim to improve air quality and reduce the negative health
impacts of air pollution in urban areas. By utilizing advanced technologies and data analytics, these
systems can provide real-time information and solutions to help address this critical issue [23].

In general, the smart city initiatives in Belgrade offer significant opportunities for improving energy
efficiency and sustainability. By investing in smart technologies and systems, the city could reduce its
carbon footprint, increase energy efficiency, and improve the quality of life for its citizens [2].
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Abstract:

Today, organizations are facing significant changes brought about by Industrial Revolution
4.0. With the development of industrial revolutions, knowledge management, one of the critical
success factors, developed simultaneously. This paper aims to investigate and present the
challenges of knowledge management in Industry 4.0. The research methodology was
implemented through a preliminary literature review, where twelve primary studies were
identified and research challenges were highlighted. The importance of the research is to
summarize some of the critical problems faced by various industries worldwide. Knowledge
management in Industry 4.0 ensures the use of vast amounts of data, effective sharing of
knowledge, retention of knowledge within the organization and contribution to improving
decision-making and innovation.
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knowledge management, Industry 4.0, research challenges, literature review

1. Introduction

Industrial revolutions have introduced significant changes in business and manufacturing, as well as
to human society. Manufacturing and business organizations should accept or adapt to them in order to
be competitive in the ever-changing market. The period of industrial revolution 4.0 is the period of
complete digitization and introducing completely new technologies. Development of Industry 4.0 (14.0)
is based on the four key components: cyberphysical systems (CPS), Internet of Things, Internet of
Service and Smart factory. Among these four components, Skobolev et al. [1] lists six technologies
used in 14.0: Industrial internet of things, additive production, Big Data, artificial intelligence,
collaborative robots and virtual reality. 14.0 requires the combination of knowledge about
manufacturing technologies, total quality and supply chain management, which demands effective
knowledge management [2].

Industry 4.0 poses new challenges for future smart factories driven by four disruptions [3]:
1. increased volume of data, computing power and connectivity,

2. the emergence of analytical skills and business intelligence,

3. new forms of human-machine interaction,

4. improvements in the transfer of digital instructions to the physical world.

Industry 4.0 is the connection between digital technology, people and other physical systems and
the integration of the digital and physical worlds through cyber-physical systems and the Internet of
Things [4]. Industry 4.0 promotes new socio-technical infrastructures by transforming different aspects
of a workplace such as health management and work organization, lifelong learning and career path
models, team structures and knowledge management [5].

Knowledge management (KM) refers to the development of methods that promote the flow of

knowledge between individuals, as well as identifying, processing and the use of this knowledge. KM
also has as its primary interest the study of the contribution of information technology (IT) as a

119


mailto:jelena.slavic@tfzr.rs

13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

mechanism to stimulate the creativity of individuals to develop new value for business [6]. Three key
factors enabling knowledge management have been identified [7]: organizational structure,
organizational culture and technology.

Knowledge management includes activities involving using, sharing and collecting knowledge
within the organization, assuming that organizational learning influences knowledge management in
manufacturing firms [8].

Technological changes have greatly affected knowledge management. Industry 4.0 has changed the
way knowledge is developed in companies and constantly requires new managerial skills to facilitate
learning [6]. According to the Abubakar et al. [7] knowledge process involves 4 factors: creation,
retrieval/storage, transfer and application. Organizations must know the best ways of sharing
knowledge in the organization. Some of the most successful ways of sharing knowledge are using
modern technologies, artificial intelligence, information technologies and programs with large
databases. In every organization, it is important to have experts from various fields needed for business
and encouraging knowledge exchange activities. The technologies enabling the emergence of Industry
4.0 can simplify the exchange of information and knowledge between people at work [9]. People are
the most important factor from the viewpoint of knowledge management in the Industry 4.0 paradigm
and this new technological approach 4.0 requires changes in talent management practices and the nature
of work skill-sets [10].

The aim of this paper is to identify the challenges related to knowledge management and
technologies used in Industry 4.0. Based on various research conducted in the last few years in the
countries of the world, primary studies were singled out and processed through a preliminary literature
review.

2. Related work

This section will present some of the recently published literature reviews in the field of knowledge
management in Industry 4.0, which is important for summarizing, categorizing, and challenging
existing knowledge in the field of research [11]. Due to the recognized importance of literature reviews,
several guidelines for conducting them exist [12,13,14].

Piccarozzi et al. [15] conducted systematic literature review on the topic of Industry 4.0 in
management literature, aimed at discovering the gaps in literature and outlining future avenues of
research. The most important topics discovered in the analyzed literature relate to production methods,
business model, strategy, impact and consequences, and human resources. However, the authors did
not identify knowledge management as an important issue in analyzed literature.

Through a systematic literature review Alkhazaleh et al. [16] inquired the most important factors
affecting the success of technology transfer in 14.0 and reviewed existing models for technology transfer
targeting 14.0. Based on the analyzed literature the authors proposed a conceptual framework of
technology transfer for 14.0.

Ribeiro et al. [2] conducted a literature review to inquire how knowledge management supports
Industry 4.0 implementation. By analyzing 27 empirical studies and 14 review papers, the authors
identified three broader themes: technology (infrastructure), KM and learning (importance of both hard
and soft skills, and enabler factors for KM), and worker engagement (communication and cultural
aspects).

Dimensions regarding the relation between organizational learning and Industry 4.0 are identified
through systematic literature review conducted by Belinski et al. [17]. The authors identified nine
dimensions: management, Industry 4.0, general industry, technology, sustainability, application,
interaction between industry and the academia, education and training and competency and skills. The
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authors indicate the tight relation between knowledge management and organizational learning in
Industry 4.0.

3. Literature review method

This work was done through a preliminary literature review, which was guided by the
recommendations for conducting literature reviews in management [18,11] . The proposed process for
systematic literature review was simplified for this study and contains the following steps, which are
shown in Figure 1:

1. Setting the research question,

2. Defining search criteria and defining keywords,
3. Searching for studies,

4. Classification and selection of primary studies,
5. Analysis of selected primary studies.

Based on the proposed objective in the introduction section, the proposed reseearch question (RQ)
is:

RQ: What are the main challenges for knowledge management in Industry 4.0?

For searching adequate literature, and based on the proposed research question, the following search
string, with two keywords was formed and used:

"knowledge management” AND "Industry 4.0"

The literature search was done in Google Scholar, Science Direct, and Research Gate by using
proposed search string.

Setting
research question

l

search ————» Studyselection ——* Analysis
Key words Digital libraries
Knowledge mangement Google scholar, Science Number of PS 12 Result representation
Industry 4.0 direct, Research gate

Figure 1. Method of preliminary systematic literature review

In order to classify the works, specific criteria were set that were followed during the search of
primary studies. A period of time has been determined for the works taken into account to obtain the
newest and the most actual research and the freshest results. In addition, they are firstly selected based
on the title, abstract and keywords. For detailed checking of obtained studies, inclusion and exclusion
criteria are proposed.

Inclusion critera:
11. Paper published in refereed journal and conference.
12. Paper is published between 2010 and 2023.
13. Paper is available electronically.
14. Paper directly address KM and 14.0 issues.
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Exclusion criteria:
E1. Paper is not written in English.
E2. Paper has less than three pages.
E3. Paper is literature review.

Where this was insufficient to determine inclusion, we provisionally included publications for the
classification phase. Final inclusion or exclusion was done based on reading the full text of the study.

After conducting the proposed steps for literature review, 12 primary studies (PS) were selected for
detailed analysis (see Table 1).

Table 1:
List of primary studies
Primary Reference
Study
PS1 Lista, A. P., & Tortorella, G. L. (2022). Integration of Industry 4.0

technologies and Knowledge Management Systems for Operational
Performance improvement. IFAC-PapersOnL.ine, 55(10), 2042-2047.

PS2 Khedr W. M, Gohar N. M. (2023). The Role of Knowledge Management
in Adopting Industry 4 Technology: The Mediating Role of Market
Orientation. 1-30.

PS3 Li, D., Fast-Berglund, A., & Paulin, D. (2019). Current and future Industry
4.0 capabilities for information and knowledge sharing: Case of two Swedish
SMEs. The International Journal of Advanced Manufacturing Technology,
105, 3951-3963.

PS4 Salvadorinho, J., & Teixeira, L. (2021). Organizational knowledge in the
14. 0 using BPMN: a case study. Procedia Computer Science, 181, 981-988.
PS5 Tortorella, G. L., Vergara, A. M. C., Garza-Reyes, J. A., & Sawhney, R.

(2020). Organizational learning paths based upon industry 4.0 adoption: An
empirical study with Brazilian manufacturers. International Journal of
Production Economics, 219, 284-294.

PS6 Ghouri, A. M., & Mani, V. (2019). Role of real-time information-sharing
through SaaS: An industry 4.0 perspective. International Journal of
Information Management, 49, 301-315.

PS7 Eslami, M. H., Achtenhagen, L., Bertsch, C. T., & Lehmann, A. (2023).
Knowledge-sharing across supply chain actors in adopting Industry 4.0
technologies: An exploratory case study within the automotive industry.
Technological Forecasting and Social Change, 186, 122118.

PS8 Shafiei Nikabadi, M. (2014). A framework for technology-based factors
for knowledge management in supply chain of auto industry. Vine, 44(3),
375-393.

PS9 Mao, H., Liu, S., Zhang, J., & Deng, Z. (2016). Information technology

resource, knowledge management capability, and competitive advantage: The
moderating role of resource commitment. International Journal of Information
Management, 36(6), 1062-1074.

PS10 Brizolla, R. K., Patias, T. Z., & DORION, E. C. H. (2019). The
understanding and the implementation of Industry 4.0: an exploratory Study
of a Brazilian metal-mechanic SME. RAUNP-ISSN 1984-4204-Digital Object
Identifier (DOI): http://dx. doi. org/10.21714/raunp., 11(2), 5-20.

PS11 Cimini, C., Boffelli, A., Lagorio, A., Kalchschmidt, M., & Pinto, R.
(2020). How do industry 4.0 technologies influence organisational change?
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An empirical analysis of Italian SMEs. Journal of Manufacturing Technology
Management, 32(3), 695-721.

pPS12 Librita Arifiani, S. K., Dyah Budiastuti, M. M., & Wibowo Kosasih, E.
(2019). The effect of disruption technology, and the future knowledge
management toward service innovation for telecommunication industry 4.0 in
Indonesia. Int. J. Eng. Adv. Technol, 8, 247-257.

4. Findings

The summary findings of the literature review are presented in a Table 2, which includes labels and
descriptions of the identified challenges, as well as a list of studies in which the challenges appear.

Table 2:
Challenges for KM in 14.0
Label Challenge title (description) Primary studies
CH1 Impact of 14.0 technologies PS1, PS5, PS8
CH2 KM processes influence the association between 14.0 PS1
technologies and operational performance improvement
CH3 Affect of KM activities on industry 4.0 PS2
CH4 KM in an unstable environment that characterizes the 14.0 PS4
CH5 Knowledge sharing in 14.0 environment PS6, PS7, PS3
CH®6 IT resources in KMC PS9
CH7 Industry 4.0 concept and pillars PS10
CH8 Industry 4.0 threats and opportunities PS10
CH9 Adopting Industry 4.0 (14.0) technologies PS11
CH10 Impact of KM and big data on service innovation and PS12

competitive advantage

CH1 was considered in studies PS1, PS5 and PS8. In PS1, the focus is on the impact of 14.0
technologies adoption on KM practice regarding the 6 KM process, as PS5 researches the impact of
14.0 technologies adoption on organization learning development. Technology factors for knowledge
management in the automotive industry for supply chain was the main aim of PS8 in CH1. CH2 in PS1
was based on the KM process's influence on the association between 14.0 technologies and operational
performance improvement.

In PS2, the main CH3 is the affect of KM activities as knowledge creation, acquisition, storage,
sharing, dissemination and application on Industry 4.0 in the manufacturing and service industry. CH4
show that BPM tool is essential for organizations and knowledge management in the environment of
Industry 4.0.

In Industry 4.0, one of the main challenges is knowledge sharing. CH5 as CH1 includes the most
primary studies PS6, PS7 and PS3. PS7 showed the crucial role played by knowledge-sharing in
facilitating the adoption of 14.0 technologies. CH6 indicates the impact that IT resources have on
knowledge management capability.

CH7 and CHS8 deals with the challenges, opportunities, pillars and threats that Industry 4.0 has in
small and medium enterprises in the metallurgic industry in Brazil. CH9 in PS11 shows the
organizational implications of adopting Industry 4.0 technologies. CH10 was considered in PS12 that
research impact of knowledge management and big data on service innovation and competitive
advantage.
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5. Conclusion

This paper points to the challenges of using KM practice in industries operating in the 4.0
environment. It can be concluded that one of the biggest challenges for industries operating around the
world is the impact of 14.0 technologies and the sharing of knowledge in the 14.0 environment. Through
the analysis of primary studies, it can be confirmed that knowledge management has a crucial impact
on Industry 4.0.

During the implementation of this research, certain limitations were observed. The search was not
conducted in the databases of all leading publishers of literature, which may affect the quality of the
findings. The number of included studies is another possible limitation. Including a more significant
number of primary studies can indicate a significantly larger number of challenges that industries in the
4.0 era face. In order to conduct better research in the future, it is necessary to include many more
databases for literature search. Another future goal is to research specific aspects of using KM in 14.0
factories in Serbia through a field study.

References:

[1] P. O. Skobelev, S. Y. Borovik, On the way from Industry 4.0 to Industry 5.0: From digital
manufacturing to digital society. Industry 4.0, 2(6) (2017) 307-311.

[2] V. B. Ribeiro, D. Nakano, Jr. Muniz, R. B. Oliveira, Knowledge management and Industry 4.0: a
critical analysis and future agenda. Gestdo & Producédo, 29 5222 (2022). doi: 10.1590/1806-9649-
2022v29e5222.

[3] A. Wortmann, B. Combemale, O. Barais, A systematic mapping study on modeling for Industry 4.0,
Project-Team DiverSE, 2017

[4] S. Khin, D. M. H. Kee, Factors influencing Industry 4.0 adoption. Journal of Manufacturing
Technology Management, 33(3) (2022) 448-467.

[5] X. Xu, Y. Lu, B. Vogel-Heuser, L. Wang, Industry 4.0 and Industry 5.0—Inception, conception and
perception. Journal of Manufacturing Systems, 61 (2021) 530-535.

[6] R. V. D. Gonzalez, M. F. Martins, Knowledge Management Process: a theoretical-conceptual
research. Gestdo & Produgdo, 24 (2017) 248-265.

[7] A. M. Abubakar, H. Elrehail, M. A. Alatailat, A. El¢i, Knowledge management, decision-making
style and organizational performance. Journal of Innovation & Knowledge, 4(2) (2019) 104-114.

[8] A. Noruzy, V. M. Dalfard, B. Azhdari, S. Nazari-Shirkouhi, A. Rezazadeh, Relations between
transformational leadership, organizational learning, knowledge management, organizational
innovation, and organizational performance: an empirical investigation of manufacturing firms. The
International Journal of Advanced Manufacturing Technology, 64 (2013) 1073-1085.

[9] D. Li, A. Fast-Berglund, D. Paulin, Current and future Industry 4.0 capabilities for information and
knowledge sharing: Case of two Swedish SMEs. The International Journal of Advanced Manufacturing
Technology, 105 (2019) 3951-3963.

[10] Z. Whysall, M. Owtram, S. Brittain, The new talent management challenges of Industry
4.0. Journal of management development, 38(2) (2019) 118-129.

[11] C. Fisch, J. Block, Six tips for your (systematic) literature review in business and management
research. Management Review Quarterly, 68 (2018) 103-106. doi: 10.1007/s11301-018-0142-x.
[12]J. Webster, R. T. Watson, Analyzing the past to prepare for the future: Writing a literature review.
MIS quarterly, 26(2) (2002) xiii-xxiii.

[13] M. J. Grant, A. Booth, A typology of reviews: an analysis of 14 review types and associated
methodologies. Health information & libraries journal, 26(2) (2009) 91-108.

[14] A. Booth, A. Sutton, D. Papaioannou, Systematic approaches to a successful literature review.
SAGE Publications. London, UK. (2016)

124



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

[15] M. Piccarozzi, B. Aquilani, C. Gatti, Industry 4.0 in management studies: A systematic literature
review. Sustainability, 10(10) (2018) 3821.

[16] R. Alkhazaleh, K. Mykoniatis, A. Alahmer, The success of technology transfer in the industry 4.0
era: A systematic literature review. Journal of Open Innovation: Technology, Market, and Complexity,
8(4) (2022) 202.

[17] R. Belinski, A. M. Peixe, G. F. Frederico, J. A. Garza-Reyes, Organizational learning and Industry
4.0: findings from a systematic literature review and research agenda. Benchmarking: An International
Journal, 27(8) (2020) 2435-2457. doi: 10.1108/B1J-04-2020-0158.

125



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

ChatGPT and Al for Learning — Opportunities and Challenges

Mimoza Anastoska-Jankulovska!
Y International Slavic University “St. Nicholas”, Sveti Nikole-Bitola, North Macedonia
jankmj2@yahoo.com

Abstract:

The goal of this paper is to assess the impact of Artificial Intelligence (Al) in learning. To
achieve this goal. qualitative research through literature review is conducted. Initially,
technology was used in education in the form of computers and computer related technologies,
later transitioning to web-based and online intelligent education systems, and lately with web-
based chatbots, that function with or without educators. To use these systems and platforms
efficiently, educators and students need to be trained in prompt engineering — asking
questions/queries or giving requests to generative Al. After receiving answers from the Al,
educators and students need to be able to verify them in order to use them in the process of
learning. The research resulted in short guidelines for creating good prompts, which will be
explained more in depth later in this paper. Additionally, this paper identifies advantages that
education can benefit from and disadvantages that should be considered while using Al. A lot
of Al tools and platforms are listed in this paper that can be used for educational purposes.
Being a very new field, there are still a lot of topics about Al in the educational process that
should be studied and researched in the future.

Keywords:
Generative Artificial Intelligence, Machine Learning, ChatGPT, Education, Learning, Prompt
engineering

1. Introduction

Artificial intelligence (Al) uses Machine Learning (ML). ML makes use of statistical models to
develop predictions. More specifically, ML uses algorithms that take empirical or historical data in,
analyze it, and generate outputs based on that analysis. However, machine learning exists for a long
time already. For example, the tool of Autocorrect in text processors uses a big number of data to predict
what we intended to write and to correct it into that assumption. When we search online, Google search
suggests finalization of our queries through the use of ML. We receive suggested posts in social media,
YouTube, Spotify again with the help of Al and ML.

Al, according to britannica.com, is the ability of a digital computer or computer-controlled robot to
perform tasks commonly associated with intelligent beings. “Al is a loose umbrella term that refers to
a collection of methods, capabilities, and limitations—many of which are often not explicitly articulated
by researchers, education technology companies, or other Al developers.* [1] ChatGPT has become the
most widely known Al. It was released in November 2022 by OpenAl Foundation and is claimed to be
a free tool for everyone who will register. GPT stands for Generative Pre-trained Transformer.
Generative in linguistics involves applying a finite set of rules in order to produce the well-
formed items of a language. Pre-trained means that it was developed (trained) by using a big amount
of data and, generally, is not using newer data. The data used to train ChatGPT included everything that
was online on the Internet until 2021. A large language model (LLM) is constructed with artificial
neural networks of large size. They are used for Al to be trained. Transformer is a deep learning
model that is weighting the significance of each part of the input data, and thus creating an output.
ChatGPT is a chatbot, this means a robot that communicates with users through chats. ChatGPT is
online but is not able to browse through the Internet and has limited knowledge of the world and events
after 2021.
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Generative Al goes beyond performing specific tasks based on predefined rules and patterns and
strives to create entirely new data that resembles human-created content. This paper deals with
generative Al.

Generative Al provides reliable and accurate answers to many queries. But it can also encourage
prejudices from the texts it analyses and, in some cases, can provide false or misleading information,
even supported by non-existent sources. Sometimes, it will admit its limitations, for example when
asked to make predictions, to summarize texts or to make personal reflections, but many authors had
experiences in it giving wrong answers. It will be dangerous if we completely rely on artificial
intelligence and assume that it knows everything. And that is the most common case, especially among
students and users who do not have much experience with technology.

“Too often we only ask how a new technology will change education. A more interesting question
is: How will education shape our reception and steer the integration of new technology — both
technology that is here today and technology that remains on the horizon? Our education systems can
define a trajectory and establish norms for how we understand world-changing technology — and, by
extension, how we allow it to influence us and our world.” [2]

2. Advantages while using ChatGPT and other Al tools

ChatGPT and other Al tools can be very useful for a lot of tasks. Their implementation opens a lot
of new opportunities in research and education. Some of the advantages that can be used are:

ChatGPT can create content very quickly

ChatGPT is developed and trained on a large database and is designed to generate responses as an
answer to a question or a query. Users can ask a question such as: "What are Newton's three laws?" or
"What are the downsides of global warming" and ChatGPT will generate a written, concise, and
generally accurate answer. It can also offer its own analysis and it can do all this in different languages.

Moreover, ChatGPT can generate code that can be used in software programs and can code in
various programming languages.

Since ChatGPT is not directly connected to the Internet and has limited knowledge of the world and
events after 2021, it will not be able to generate specific answers to questions that require more recent
information. For example, asking the system to answer, "What was the average temperature in Bitola
in August 2023?" will elicit a response that since it cannot browse the Internet, ChatGPT can only
provide general information about the weather in Bitola.

ChatGPT 3.5 is currently free

Since ChatGPT was developed and distributed by OpenAl, the announcement is that there will
always be a free-to-use service. Users only need to be registered in the system of the respective Al.
Another service from the OpenAl Foundation is an Al-enabled DALL-E image generator that requires
a fee. There is a version ChatGPT 4.0, which one must pay to use.

ChatGPT learns from its interactions with users

This can be done through "tuning", a process in which ChatGPT acquires a new database of topic-
specific conversations or the area in which the conversation takes place. This allows ChatGPT to learn
more about the specific language and content so that it can generate more relevant responses in the
future.

One of its main advantages is that it can be easily adapted for specific tasks or domains, allowing it
to generate relevant responses to a particular conversation or user need. It can also handle a wide variety
of conversation styles and can generate responses that are appropriate for different types of
conversations, including casual, formal, and technical.

It should be noted that ChatGPT cannot learn in the same way as a human, but it can improve its
performance to generate more appropriate responses by processing new data from user conversations.
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ChatGPT is only one of the various Al tools available

There are a growing number of artificial intelligences similar to ChatGPT that can assist in the
writing process, be it individual or collaborative writing. There are artificial intelligences that can create
images, audio, or video materials according to given instructions. Some of these artificial intelligences
are free and some require a monthly fee to be used.

3. Disadvantages of using ChatGPT and other Al tools

Having presented all the strengths, we should also be aware of the disadvantages of ChatGPT and
other Al tools. Some of them are:

Cannot browse online looking for more recent information and data
ChatGPT is a standalone Al chatbot that is trained at the beginning and does not have access to the
latest information and data which is widely available online.

Dependence on large amounts of data

ChatGPT, like other language models, needs large amounts of data to learn patterns and generate
responses. This can be an advantage in some cases. On the other hand, in areas where limited data is
available, ChatGPT may not perform well.

ChatGPT does not always provide correct answers

There is no guarantee that the information provided by ChatGPT will be accurate or complete, just
like the results obtained from a search on Google or any other search engine. This can lead to students
receiving inaccurate or misleading information, which can slow down their learning and understanding.

If generative Al does not have the requested information, instead of just giving a response something
like "Error" or "Please try again", ChatGPT actually makes up something. Because ChatGPT sometimes
provides misleading information, some websites have banned responses generated by ChatGPT (e.g.,
StackOverflow). On top of this, some countries have completely banned the use of ChatGPT.

Sometimes, if the same query/prompt is repeated to ChatGPT, it can give different answer. This is
not always desirable. Users should be equipped with knowledge and possibilities to check the answers
generated by ChatGPT.

Reproduce biases and stereotypes that exist

ChatGPT is trained using a huge amount of data from the Internet. However, there is a possibility
that this data contained prejudices and stereotypes that are widespread in society. Because of this,
ChatGPT may generate responses that are offensive, discriminatory, or harmful to certain groups of
people. For example, if a student asks a question on ChatGPT about a specific group of people, the
model can generate an answer that is based on stereotypes or prejudices, due to pre-existing Internet
stereotypes and prejudices about that particular group.

Lack of empathy and human touch

ChatGPT is unable to understand or respond to emotions the same way humans do. It cannot always
generate appropriate responses in emotionally complicated situations. In the previous example about
generated answer with stereotypes or prejudices, ChatGTP cannot understand its own mistake and is
not able to correct it.

ChatGPT and other Al can generate responses that are appropriate for different types of
conversations. However, all Al systems, if it is not specifically asked from them, cannot personalize
their responses to individual users in the same way as humans do.

When all students receive the same information and feedback based on model results, it can limit
their ability to develop their own unique perspectives and voices, and to benefit from personalized
instruction or guidance from human educators.
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Lack of common sense

Language models like ChatGPT do not have the ability to understand or use common sense
knowledge in the same way that humans have. This can lead to generated results that are not appropriate
or relevant to the conversation. For example, on the question “What would happen if the Earth stop
spinning?”, ChatGPT will give some changes like losing day/night and so on. It finishes with the
statement that humans can easily adapt to these changes and if Earth stops spinning, it will not cause
any major problems for humans and humanity. To any human who is reading this, the answer simply
does not seem reasonable.

4. ChatGPT and Al in Learning

“There is no single or fixed definition of Al, but there is common agreement that machines based
on Al are potentially capable of imitating or even exceeding human cognitive capacities, including
sensing, language interaction, reasoning and analysis, problem solving, and even creativity.” [3] It is
obvious that there can be numerous benefits in including Al in learning. The benefits can be quicker
access to more information, adaptable materials and curriculum, personalized answers, help in
administration of education, better inclusion of vulnerable groups, better access to different
opportunities, etc. “Al in education has also eliminated some barriers to access to learning opportunities,
such as national and international borders, enabling global access to learning through online and web-
based platforms” [4].

Generative Al can help teachers and researchers generate useful text and other outputs to support
their work. However, it is not always a straight-forward process. “... the community should focus ... on
support the role of teachers, ...” [5] It may take multiple repetitions of the request before the desired
result is achieved. Students, being less experienced than teachers, may unknowingly and without critical
reflection accept the answer provided by generative Al even though it may be superficial, inaccurate or
even harmful.

That is why it is very important to know how:

1. To ask adequate prompts that will guide Al to generate desired output. This is the reason why
a completely new field has emerged — Prompt Engineering.

2. To reflect critically on the received output generated by Al and to research other resources in
order to verify received generated output.

The education should strive to prepare teachers and students to be able to perform the above two
steps while working with generative Al.

4.1. Prompt engineering for learning

Users can converse with generative Al by asking questions, queries, or prompts. Although all three
terms can be found in the literature and are equally used in this paper, the term “prompt” starts to emerge
as the most used in these conversations. A completely new field has been developed — prompt
engineering — which helps in preparing prompts in the way so that generative Al generates the answer
that is closest to the user’s idea/need and that is the most accurate one.

“Prompt-engineering refers to the processes and techniques for composing input to produce
Generative Al output that more closely resembles the user’s desired intent.” [6] It is essential to be able
to formulate clear, ethical, and responsible prompts when interacting with generative Al systems to
ensure productive and responsible Al usage.

In this short period in conversation with generative Al, the following guidelines appeared to be very
helpful in formulating the prompt to Al:

1. State the purpose and focus of your chat

Good example: “Prepare a text about black holes for 15 years old students of Physics”
Bad example: “Prepare text about black holes in 2 pages”
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2. Be Specific as much as possible
“It's important to use specific and clear instructions when asking for information, as the model is not
able to infer the context or meaning behind vague or ambiguous requests.” [7]

Good examples: “Suggest 1o me a recipe with eggs, tortillas, ham and cheese”.
“Create a logo for a start-up working on education about Al. The start-up
creators are 3 people in their 20s. The target group for education are people
older than 50 years.

Bad example: “How to bake a cake?”

3. Provide context and examples if possible

Good example: “I want to travel to Macedonia. | have 6 days and want to see at least 3 cities. |
don’t want to spend a lot of time traveling. Suggest an itinerary to me. For
example, | liked when last year | visited Poland and went to Krakow, Katowice
and Warsaw.*

Bad example: “T want to travel to Macedonia. | have 6 days. Suggest an itinerary to me.”

4. State your desired outcome

Good example: “Write 5 multiple choice questions for a quiz for 15 years old students of
Physics on the topic of black holes.”
Bad example: “Prepare questions for a quiz on black holes.”

Generally, the following elements are considered as parts of a good prompt:
- Instructions

- Purpose

- Context

- Examples

- Desired characteristic of the output

- Clearness and specificity

4.2. Different Al tools and platforms for learning

There are a growing number of LLMs that are similar to ChatGPT and can support humans in their
work. Some of them are focused on writing, others on creating music, visuals, audio files, etc. New Al
tools and platforms are emerging very quickly. It is good to know at least some of them in order to be
able to use them in own work. The list below, adapted from [6] and own research, presents different
tools and platforms that are operational in September 2023. Most of these are free to use (within certain
limits), while some are open-source.

Al tools that help in generating text are:

e Ecree (hitps://www.ecree.com/about) — provides widespread access to fast, easy and
personalized writing feedback that can help every student and every teacher.

e  TooWrite (https://www.tswrevolution.com/) — a scientific writing tool for researchers.

e Writefull_(https://www.writefull.com/) — Writefull’s AT helps you write, paraphrase, edit
texts.

e CoAuthor (https://coauthor.stanford.edu/) — a human-Al collaborative writing dataset that
captures interaction between 63 writers and four instances of GPT-3 in English.

e Alpaca (https://crfim.stanford.edu/2023/03/13/alpaca.html) — a fine-tuned version of Meta’s
Llama, from Stanford University, which aims to address LLMs’ false information, social
stereotypes and toxic language.

e Bard (https://bard.google.com) — a LLM from Google, based on its LaMDA and PaLM 2
systems, that has access to the internet in real time, which means it can provide up-to-date
information.
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Chatsonic (https://writesonic.com/chat) — a revolutionary Al like Chat GPT - Chatsonic (now
with GPT-4 capabilities), the conversational AI NLP processor that addresses the limitations
of ChatGPT.

Hugging Chat (https://huggingface.co) — made by HuggingFace, who emphasized ethics and
transparency throughout its development, training and deployment. In addition, all data used
to train their models are open source.

YouChat (https://you.com) - A LLM that incorporates real-time search capabilities to provide
additional context and insights in order to generate more accurate and reliable results.

Al tools that are helping with colaborative writing are:

CoWrite (https://cowrite.com/en/) - GPT-4 powered writing platform, easy and accurate and
has been proven to increase the efficiency of customer’s writing with 45%.

ParagraphALl (https://paragraphai.com/) - Boost your productivity and professionalism with
this free Al writing assistant.

Compose Al (https://www.compose.ai/) - Compose Al is a Chrome extension that cuts your
writing time by 40% with Al-powered autocompletion & text generation.

Al tools that help with generating images from text prompts are:

Craiyon (https://www.craiyon.com) — (former DALL°E mini) Creates Al Art with our free
Al image generator.

DALL-E 2 (https://openai.com/product/dall-e-2) - OpenAl’s image Generative Al tool.
DreamStudio (https://dream.ai/create) - Stable Diffusion’s image Generative Al tool.
Fotor (https://www.fotor.com/) - Incorporates Generative Al in a range of image-editing
tools.

Midjourney (https://www.midjourney.com) - An independent image Generative Al tool.
NightCafe (https://creator.nightcafe.studio) - Interface to Stable Diffusion and DALL<E 2.
Photosonic (https://writesonic.com/photosonic-ai-art-generator) - WriteSonic’s Al art
generator.

Examples of video generating Al include the following:

Elai (https://elai.io) - Converts presentations, websites and text into videos.

GliaCloud (https://www.gliacloud.com) - Generates videos from news content, social media
posts, live sporting events and statistical data.

Pictory (https://pictory.ai) - Automatically creates short videos from long-form content.
Runway (https://runwayml.com) - Offers a range of video (and imaging) generation and
editing tools.

Music generating Al are:

Aiva (https://www.aiva.ai) - Automatically creates personalized soundtracks.

Boomy (https://boomy.com) - Creates original songs in seconds, even if you've never made
music before.

Soundraw (https://soundraw.io) - Creates beats with the power of Al

Voicemod (https://www.voicemod.net/text-to-song) - Generates songs from any text, and
require no music composition knowledge.

Some other Al tools with miscellaneous characteristics are:

Knewton (https://www.knewton.com/) - Tailors educational content to the needs of individual
student, allowing for a more personalized learning experience that helps students achieve
mastery of learning outcomes

ChatPDF (https://www.chatpdf.com) - Summarizes and answers questions about submitted
PDF documents.

Elicit: The AI Research Assistant (https:/elicit.org) - Aims to automate parts of
researchers’ workflows, identifying relevant papers and summarizing key information.
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o Perplexity (https://www.perplexity.ai) - Provides a ‘knowledge hub’ for people seeking quick
answers tailored to their needs.

e  WebChatGPT (https://tools.zmo.ai/webchatgpt) - Gives ChatGPT internet access to enable
more accurate and up-to-date conversations.

o TeamSmart Al (https://www.teamsmart.ai) - Provides a ‘team of virtual assistants.

e Wiseone (https://wiseone.io) - Get reliable information everywhere, explore the web while
reading and receive instant answers to your most complex questions.

4.3. Other measures to be employed in education

“.. it's important to understand the capabilities and limitations of the technology (Al and
ChatGPT), as well as the ethical considerations that come with its use.” [7]

One of the biggest worries in academia is that ChatGPT will be used for cheating and plagiarism.
To avoid this, there are various steps that educators and educational institutions can take. Some of the
actions can be:

o Include artificial intelligence technology in academic settings as part of the curriculum to
prepare students better in responsible use of technology and Al.

e Educate students and educators in ways to reflect critically on the received output generated
by Al and to research other resources in order to validate received output.

e Train educators to use ChatGPT in ways that support learning and academic achievement
instead of a replacement for traditional forms of teaching, learning and assessment.

e Develop guidelines and policies for the use of generative Al (including ChatGPT) in
academic work and ensure that students and educators are aware of them and follow these
guidelines.

e Monitor the use of generative Al in academic settings and take appropriate action if it is used
for cheating or other unethical purposes.

Education research is another field where Al can have significant input and employment. “... (Al)
can significantly reduce the time and effort required for data analysis, enabling researchers to focus on
higher-level tasks, such as interpreting the results and formulating actionable insights because of their
emergent abilities.” [8]

As with any other change, we need to be prepared to be able to use efficiently the opportunities that
arise. “Used ethically and with due consideration of the need to build individual and institutional
capacity, ChatGPT could support HEIs to provide students with a more personalized and relevant
learning experience, make administrative processes more efficient, and advance research and
community engagement.” [9]

5. Discussion and Conclusions

The release of numerous Al tools and platforms has put the whole world in shock. There are a lot of
generative Al tools emerging every day which are not giving education a chance to test and validate
their possibilities. Instead, the educational institutions and educators should focus on fostering a
comprehensive understanding of when, by whom, and in which way this novel technology should and
should not be employed. Al prompts to reassess the education practices, how they are done, when and
why.

“While the current state of generative Al technology represented by ChatGPT is impressive but
flawed, it is only a preview of what is to come. It is important for engineering educators to understand
the implications of this technology and study how to adapt the engineering education ecosystem to
ensure that the next generation of engineers can take advantage of the benefits offered by generative Al
while minimizing any negative consequences.” [10]

By employing generative Al, and more specifically ChatGPT, in learning and education, the systems
will be preparing students to grow into productive citizens of tomorrow. “The use of simulation, virtual
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reality and other aspects of Al in learning was shown to prepare students for futuristic trends with the
gradual gravitation towards keeping pace with the application of Al in industry.” [3] Al is here to stay,
and the world needs to learn how to use it for own benefit and prosperity.

Between the first release of ChatGPT in November 2022 and today, a short period has elapsed.
However, there are a number of research and studies conducted. Educators and students are getting new
experiences with every passing hour. “... the most appropriate ways to deploy Al for particular
(assessment) activities and in specific contexts remains an area of debate” [1] and future research. In
addition, future research should focus on what results have been accomplished by using curriculum and
materials adapted with the help of generative Al, lessons learnt from prompt engineering, what kind of
regulation about using Al are in place, and how others should be adapted.
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Abstract:

In the year 2023, artificial intelligence (Al) reached a significant milestone as it became a
mainstream phenomenon. Al has been in development for a decade, and numerous
companies have adopted Al technologies across various sectors. Notably, user-friendly Al
models like ChatGPT gained popularity, marking Al&#39;s enduring presence. The
competition between industry giants Microsoft and Google in the Al arena further
emphasized its importance. The influence of Al extended to the field of cartography, where
creating accurate and ethical maps with minimal misinformation was paramount. Al tools
offer a range of capabilities, including map style transfer, retrieval, generalization, and design
critique. However, the opaque nature of Al raised concerns about the level of trust that could
be placed in machine-generated maps. One noteworthy Al model for generating maps was
DALL-E 2, developed by OpenAl. DALL-E 2 relied on prompts to generate diverse and
realistic images, allowing users to select the mapped region, map location on the image, and
map type. Google Maps also harnessed Al, using it to predict traffic patterns, collect real-
time data, and collaborate with DeepMind for advanced road analysis. Al&#39;s impact
extended to indoor mapping, retail maps, and airport maps, utilizing various technologies
such as proximity, trilateration, fingerprinting, and motion positioning. Al-powered robots
played a role in indoor mapping, addressing challenges related to localization through metric
or topological approaches.

Keywords:
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1. Introduction

The year 2023 can be considered as the year Al went mainstream. This concept has been present
for a decade and many companies have used this concept in their business in many varieties. Rise of
the consumer-friendly Al, such as ChatGPT, and the “battle” between two leaders such as Microsoft
and Google, are proof that Al is here to stay in years to come [1].

Cartographers have recognized the significance of making cards that are trustworthy and ethical,
cards that have truthful information about region with as little as possible misinformation [2]. With
the rapid development in Al, use of Al in map development presents opportunities and concerns [3].
For example, there are many tools that cartographers can use in design decision on things such as:

e map style transfer [4],

e map retrieval [5],

e map generalization [6],

e map design critique [7]

Despite all this quality characteristic, the Al and machine learning as a concept is considered as
“black-box”, so the question that is asked by cartographers is “how much should be trusted in
machine-generated maps?” [8].

DALL-E 2 is one of the possibilities for generating maps using Al. It is an advanced model
developed by OpenAl that depends on prompt for generating images. This model is trained on pairs of
images, allowing us to generate realistic and diverse images based on those prompts. DALL-E allows
us to choose mapped region, the location of the map on the image and map type [9].
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o Mapped region — based on the possibility that maps can vary based on scale that they are
presented, maps can be generated in 3 scale: state, country, and continent.
e Map type — this parameter includes six categories: general map, heat map, political map,
physical map, reference map and choropleth map.
The first two parameters are required, the third parameter is optional, and it presents the location of
the map in the image. That could be table, desk, field rather than map be entire image.

2. Google Maps and Al

There are couple of things that should be pointed out about Google Maps and Al in combination
[10]:

e Google Maps is using Machine Learning to suggest roads with low trafficking - To predict
traffic patterns in the near future, Google Maps analyzes historical data of traffic on the same
route over time. For example, if we take North California and freeway 280, the data tells us
that around 6-7am vehicles are traveling around 110km/h but only 50 km/h in the afternoon.
Then maps are using this data in combination with traffic conditions to give us a prediction
[11].

e Google collects location from all users in area to give live traffic details — Google traffic
collects all data from users who turned on location on, in google maps app. Google collects
that data and shares with other users on that specific location through app [12].

o Google Maps uses historic traffic patterns of the road to present probably traffic condition at
the same time on the same road- To get this information google maps requires two types of
data: data from history about same route, at the same time and on the same day. The second
data comes from real-time data sent by sensors and smartphones reporting how fast cars are
moving [13].

e Google Maps and DeepMind together will use advanced Machine learning for analyzing
roads, quality, speed limits and closures. With the newest information Google Maps will give
a better estimated time before the trip is even started [14].

Figure 1: Google map powered by Al [15]

Dijkstra algorithm is commonly used for finding the shortest path between two nodes in a
communication network [16]. He is the most popular algorithm and widely used in real-time
applications, because of his complexity. Additionally, he is used for optimal path planning and for
identifying collision-free paths [17]. Modification of this algorithm is used in calculations for
planning shortest path for vehicles [18].
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3. Indoor Maps and Al

Indoor mapping would mean applying numerous technologies to determine devices and their
location indoors. While indoor mapping has some similarities with GPS, it does not rely on satellite
tracking [19].

Indoor mapping includes [19]:

e  Proximity positioning — represents distance between receiver and device.

e Trilateration positioning — It is used to determine the position of an object with several
reference points. Signal strength is the parameter for distance between two objects.

e Fingerprinting positioning — represents pinpointing objects across venues, and when a new
object becomes available on the network, their location is mapped according to specific
coordinates already collected.

e Motion positioning - Motion positioning can be determined by smartphones. There are
three components needed:

1. Accelerometers — measuring acceleration and they are equipped with axis-based
Sensors.

2. Gyroscope — detecting orientation of a device. For example, rotating smartphone
from portrait to landscape requires gyroscope.

3. Magnetometers — determining position of smartphone in physical space.

Figure 2: Indoor map powered by Al [20]

To build an indoor map, we can also use robots powered by Al. If we want for robot to build a
map of its environment, robots must know where it is. Since the motion of the robot is not precise,
robots must solve localization problems. These problems can be solved by one of two major
paradigms [21]:

e Metric — In this representation robot’s environment is defined by single global coordinate
system, in which all mapping and navigation takes place. Each cell of the map presents
the same amount space in the real world. This grid of cells is pretty convenient at
representing the structure of the world [22].

e Topological — In this representation robot’s environment is description of environment-
based graph, where nodes are connects to places or landmarks, and arcs connects to action
that connect neighbor places [23]. In short terms, topological maps are quality
representation of robot environment, in which is presented as places connected with other
places and connection between them.
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4. In-Store Maps and Al

An important fact to point out is that in-store maps are not physical maps, they are digital maps
that visualize operations, objects and people. Both customers and managers have benefits from this
type of maps, because they bind marketing experience, events and product together [24].

In-store maps point customers to the desired product, and how to get to them. One research done
by Google/lpsos shows that 63% percent of people would rather buy product that is presented online
through web sites and mobile apps. In-store mapping is not only for blending online and offline
insights to create a 360-degree experience [24].

The retail mapping software are given based on the tags that pinpoint the location of the user.
Users just need to use an indoor store app, to be navigated to the desired product with the shortest
route possible. This platform can also provide information about discounts, promotion etc. For
example, an app can warn users about products that have been sold out, or products on sale nearby.
One research has shown that purchase done this way, last minute offer, was done in 78% [25].
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Figure 3: Example of in-store mapping [26]

5. Airport Maps and Al

One of the possibilities for Al are airports. If it has been taken into consideration their complexity
and the fact that they are very crowded, it is necessary to develop airport maps in order to make traffic
as fluent as possible. The solution that comes in handy is Al based Airport Maps.

For starters, airports are composed of a couple specific features such as: aprons, terminals,
taxiways and runways that can be easily seen from OSM (open street maps). Additional features such
as helipads or hangars can be showed as rectangles, polygons or lines. In order to generate maps
correctly, airports are modelled as complex of these objects [27]. There are couple of algorithms that
can generate these features: taxiway collapse and typification, runway collapse, apron and terminal
amalgamation and algorithm change whether the taxiways/runways are lines or polygons. Version of
airport with this guideline is presented for OSM airports into ScaleMaster [28].
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Figure 4: ScaleMaster modelling of airports using guidelines [28]
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It will be mentioned algorithm that can help with generalization while scale level decrease.

Runway Collapse is a simple yet efficient method for simplifying runway representations. It
involves finding the longest straight segment within a runway polygon that matches its orientation.
This method is less intricate than certain other algorithms and is adept at generating valuable results
for runway mapping in GIS or mapping applications [29].

6. Tracking data exchange on Maps

Based on time series data, it is possible to display time series maps [30]. Figure 5 shows only one
map based on time series where data from different time series are marked with a different color [31].

(a) Water quantity 7 Start year

(level and flow) 1 ®  Pre-1940
time series ! 1940 - 1960
1960 - 1970
1970 - 1980
Post-1980

0 1,000 2,000 km A A
Y F—

Figure 5: Tracking data exchange on maps [31]

There is also another way of displaying time series by showing an individual map for each time
series. While the first way is cluttered because the elements of one series are over the elements of
another series, there is a series of maps corresponding to the thesis time series to follow.

Based on Al algorithms, it is possible to monitor only larger oscillations among time series data.
The authors of this paper came up with the idea that the maps could only show data changes and that
to the extent of the data difference of two time series. One color could show the difference in increase
and another color the difference in decrease. It was noted that this idea has not been used and that it
would be useful to test it.

7. Conclusions

In conclusion, the year 2023 marks a significant milestone for Al, with its integration into
mainstream applications such as mapping and navigation systems. Advancements in Al technology
have enabled the creation of customizable maps through tools like DALL-E 2, providing options for
mapped regions, locations, and map types. However, there remains a challenge in trusting machine-
generated maps due to the inherent "black-box™ nature of Al algorithms, raising questions among
cartographers.

In the context of Google Maps, Al is harnessed to predict traffic patterns, analyze historical data,
and offer real-time updates, enhancing user experience and route planning. Collaboration between
Google Maps and DeepMind further refines predictions by analyzing roads, speed limits, and
closures.

Indoor mapping, powered by Al, employs various techniques such as proximity positioning,
trilateration, fingerprinting, and motion positioning, providing precise location data indoors. Robots,
equipped with Al, assist in mapping indoor environments, solving localization challenges through
metric or topological representations.

Moreover, Al-driven in-store maps bridge online and offline experiences, aiding customers and
managers alike. These digital maps guide users to products, offer discounts, and enhance the overall
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shopping experience. In complex environments like airports, Al-generated maps streamline traffic
flow, considering the intricate features of aprons, terminals, taxiways, and runways.

Furthermore, Al algorithms enable the visualization of time series data on maps, offering insights
into data changes over time. Novel approaches are being explored, such as displaying differences in
data increase and decrease using distinct colors, showing promise for future applications.

In essence, the integration of Al into mapping and navigation systems has revolutionized how we
perceive, interact with, and benefit from spatial data, shaping a future where intelligent mapping
solutions continue to evolve and enhance our daily lives.
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Abstract:

Acrtificial intelligence (Al) and Machine learning (ML) algorithms have improved the
capabilities of Internet of Medical Things (IloMT) systems in the direction of better quality of
life and efficient healthcare. The paper analyzes various IoMT technologies and the
classification, architecture, and communication of loMT. The paper presents the application of
machine learning algorithms for the detection of anomalies crucial in the process of prognosis
of heart diseases. Cardiovascular disease is the primary global cause of death, prompting
increased interest in leveraging artificial intelligence to analyze data obtained from wearable
devices. The methodology for predicting heart disease risk using loMT data includes data
collection, pre-processing, and application of machine learning algorithms. A comparative
evaluation of five machine learning models: logistic regression, Support Vector Machine
(SVM), Decision Tree, Random Forest, and k-nearest neighbors (KNN) was conducted. The
purpose of this paper is to emphasize the role of ML in the field of cardiology and the critical
importance of data quality, as well as the selection of an appropriate algorithm in order to
improve cardiovascular risk assessment. The introduction of ML in the prognosis of heart
disease is a significant step towards the realization of predictive, preventive, and personalized
health care and the reduction of health care costs.

Keywords:
Internet of Medical Things, machine learning, artificial intelligence, medical Big Data,
exploratory data analysis

1. Introduction

The Internet of Medical Things are devices that continuously collect and transmit health data in real-
time, enabling early disease detection and personalized patient care. Heart disease is a global health
concern and its accurate prediction is of paramount importance. This paper explores the application of
machine learning algorithms to cardiac disease prognosis using data collected with the IoMT.

The second part looks at the role of loMT in the healthcare sector, the architecture, communication,
and management of loMT devices, and defines the technologies used and their security.

Section 3 presents the motivation for introducing ML in healthcare with special reference to
commonly used ML algorithms for detecting patterns and anomalies crucial in the process of heart
disease prognosis modeling.

In Section 4, five machine learning algorithms are analyzed to detect patterns and anomalies that are
key to detecting and diagnosing heart disease risk. The methodology used, data collection, data pre-
processing, exploratory data analysis [9], and metrics for evaluation and comparison of results are
presented. Section 5 discusses the limitations faced by ML algorithms used to detect heart disease.
Section 6 discusses the conclusions and future challenges of ML algorithms for heart disease prediction.
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2. Therole of loMT in healthcare, architectural framework, technologies, and
security

The 1oMT is a network of medical devices, sensors, and software applications connected over the
Internet. This network collects and delivers real-time data related to patient health, providing healthcare
professionals with invaluable real-time insights into patient conditions enabling personalized healthcare
interventions [1]. loMT encompasses different categories of devices: wearable, implantable, ingestible,
stationary, diagnostic, therapeutic, assistive, smart, industrial, emergency, telemedicine, and prosthetic
[2]. 1oMT devices facilitate continuous, remote patient monitoring, and dynamic data-driven insights,
enabling healthcare professionals to detect subtle changes in a patient's condition and adjust
interventions accordingly. A core feature of the transformative potential of loMT is the integration of
multimodal data, providing healthcare providers with a comprehensive perspective on patient health
and thereby facilitating more effective diagnostic and treatment strategies.

The IoMT architecture consists of a synergy of sensors and the loMT Gateway, which work together
to enable the collection, transmission, analysis, and storage of vital health data. Wireless
communication serves as the key, with technologies such as Bluetooth, Wi-Fi, ZigBee, and cellular
networks offering mobility and flexibility, while near-field communication (NFC) and radio frequency
identification (RFID) facilitate contactless communication [3]. Standardized communication protocols
such as Health Level 7 (HL7) and Digital Imaging and Communications in Medicine (DICOM) ensure
seamless interoperability and data exchange between I0MT devices and Electronic Health Records
(EHR). IoMT management is segmented across different layers, each with a distinct function.

In the field of technology and security [4], the IOMT uses a comprehensive range of tools and
measures: cloud computing, blockchain technology, big data analytics, interoperability standards, edge
computing, artificial intelligence, machine learning, blockchain technology, and virtual and augmented
reality. , medical device integration (MDI) and security measures underpin the loMT landscape [5], [6].
Cloud computing assumes a key role, offering scalable storage and computing resources [7]. Blockchain
technology protects the security and privacy of data, creating a decentralized database [8]. Artificial
intelligence identifies patterns and improves patient care. Virtual and augmented reality technologies
contribute to professional training, remote consultation with patients, and monitoring of treatment
progress.

Security measures [9] and [10] are imperative due to the sensitivity of medical data. Encryption,
authentication, access control, physical security, vulnerability assessments, and timely remediation are
necessary to protect patient data and system integrity [11], [12].

3. Motivation for using ML to detect heart disease

The motivation for using ML in cardiac disease prognosis within the 1o0MT is multifaceted. First,
heart disease is a leading cause of morbidity and mortality worldwide, requiring early diagnosis and
intervention. ML algorithms offer the potential to analyze vast datasets, spanning diverse clinical and
physiological attributes to uncover complex patterns and dependencies that may not be apparent through
conventional methods.

Heart disease encompasses a range of conditions affecting the heart and blood vessels that can lead
to a variety of health problems, including narrowing of the blood vessels, chest pain, stroke, and heart
attack. The main causes of heart disease are diabetes, obesity, unhealthy diet, increased weight,
excessive alcohol use, and physical inactivity. Early prediction of heart disease is paramount for patients
and healthcare providers. Early identification allows health professionals to implement preventive
measures, effective diagnosis and treatment, and patients valuable insights into their health. Machine
learning plays a key role in identifying and predicting heart disease. Machine learning algorithms
applied to relevant medical data serve as powerful tools for identifying patients at risk of heart disease
before symptoms become apparent.

Numerous Al algorithms and models use the data generated by wearable sensor devices. In the
domain of establishing diagnostic and predictive models using data from wearable devices, classical
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machine learning and deep learning techniques are of paramount importance. The development of
appropriate algorithms and models tailored to specific categories of heart disease remains imperative.

By using machine learning algorithms, healthcare providers and patients can work together to detect
heart disease in its early stages, enabling timely interventions and informed decisions.

Deep learning is a powerful tool in the field of heart disease prediction that uses multilayer neural
network architectures to automatically learn and extract complex patterns and features from complex
medical data. Convolutional Neural Networks (CNNs) are used to automatically detect anomalies and
irregularities in ECG signals, helping in the early detection of cardiac conditions such as arrhythmias
[13]. Convolutional neural networks (CNNs) are applied to medical imaging data, including heart scans
(echocardiograms, MRIs, CT scans). They help in the automatic interpretation of the images, helping
in the diagnosis of structural problems of the heart. Recurrent neural networks (RNNSs) and their
specialized variant [14], long-short-term memory (LSTM) networks excel at modeling temporal
sequences [15]. They can capture patterns and dependencies in time series data, making them invaluable
in predicting heart attacks and strokes.

4. Machine learning algorithms for prognosis of heart diseases

Machine learning uses different algorithms and models to predict heart disease. These algorithms
analyze medical data, such as patient records, medical images, and diagnostic tests, to generate
predictive insights. Some of the most common machine learning algorithms for heart disease prediction
include logistic regression, random forests, support vector machines, neural networks, gradient
boosting, and K-nearest neighbors, among others. These algorithms take into account multiple factors,
including a patient's medical history, genetics, lifestyle, and environmental factors to estimate the risk
of developing heart disease.

Efficient machine learning models have been developed for the prognosis of heart disease. Five
machine learning algorithms were used in our study: logistic regression, SVM (Support Vector
Machines), Decision Tree, Random Forest, and KNN [ 16 ].

Logistic regression is used to predict the probability of heart disease based on a combination of
clinical and physiological factors, as input characteristics and the binary outcome of the presence (1) or
absence (0) of heart disease.

Support Vector Machine is a powerful machine learning algorithm that recognizes complex patterns
in medical data, particularly when classifying individuals into different risk categories for heart disease.
Support vector machine is also efficient for high-dimensional data and non-linear relationships between
them, making it excellent for capturing complex dependencies in medical data.

The Decision Tree algorithm builds on a tree-like hierarchical structure that efficiently evaluates
data, aiding early detection and personalized management of heart disease.

Random Forest combines the predictions of many decision trees, providing a robust and accurate
way to estimate heart disease risk. Random Forest excels in dealing with complex and high-dimensional
medical data by being able to capture complex relationships in this data, which cannot be done with
simple methods. Random Forest not only increases the prediction accuracy and improves the
generalization of the model, but also can reduce overfitting.

The K-Nearest Neighbors (KNN) algorithm is an intuitive method for classifying individuals into
risk categories based on their similarity to other patients. KNN although simple and flexible can detect
complex relationships in data, making it a good choice for heart disease risk prediction.

4.1. Methodology

The purpose of this study is to determine whether a patient will experience a heart attack based on
the data collected by the IoMT device. For this purpose, machine learning methods have been proposed
that would be used by doctors in order to diagnose heart diseases more easily.

The methodology includes a series of procedures that take place in 3 phases. In the first phase, data
from 10MT devices is collected and prepared for processing. In the second stage, preprocessing is
performed, which includes analysis of missing values, cleaning, and standardization. The third stage
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involves applying a classifier to build an appropriate machine learning model. The proposed model uses
5 machine learning algorithms: logistic regression, SVM, Decision Tree, Random Forest and KNN.

The process of heart disease risk prediction is shown in Figure 1. Data are loaded from Kaggle
database [17], cleaned, significant features are extracted. The database is divided into training and
testing sets with the ratio (80% and 20%). The data from the five considered machine learning models
are trained and tested and finally the results are evaluated and compared in order to evaluate the
efficiency of the proposed methodology by evaluating the models and determining the accuracy, cross-
validation result, ROC_AUC result.

Trening dataset Build
ML models

Commpare
Selected MI madels

Heart features T

disease dataset

Figure 1: Flowchart of ML algorithms for heart disease prediction

4.2. Data collection

In our study, a database downloaded from Kaggle is used, which consists of 303 queues containing
14 attributes of which 13 are input attributes and one target attribute indicating the presence or absence
of heart disease. All 14 attributes shown in Table 1 contain demographic data and clinical parameters
that cover a different aspect of an individual's health profile.

Table 1:
Heart prediction dataset attributes and information

Feature Characteristic representation specific Range/Value
age Patient’s age in years [continuous variable] 29-77
sex 0 =female ; 1 = male [categorical variable] 0,1
cp Chest pain type [categorical variable] 0,1,2,3
0 = typical angina
1 = atypical angina
2 = non-anginal pain
3 = asymptomatic
trestbps Resting blood pressure (mm hg) [continuous variable] 94-200
chol Cholesterol (mg/dl) [continuous variable] 126-564
fbs 1=True, 0 = False [categorical variable] 0,1
restecg Resting electrocardiographic results ~ [categorical variable] 0,1,2
0 =Normal,
1 = ST-T wave normality,
2 = Left ventricular hypertrophy
thalach Maximum heart rate achieved [continuous variable] 71-202
exng Exercise induced angina ~ [categorical variable] 0,1
1=Yes,0=No
oldpeak Previous peak [continuous variable] 0-6,2
slp Slope of exercise ST segment [categorical variable] 0,1,2
0 = unslope
1 ="flat
2 = downslope
Ca No. of major vessels [continuous variable] 0,1,2
[0-2] colored by fluoroscopy
thal Defect type [categorical variable] 12,3
1 = fixed defect;
2 =normal;
3 =reversable defect
target Has heart disease or not, 0 = no 1 = yes [target variable] 0,1
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In the data preprocessing process, categorical variables are converted into numerical variables,
where each category is represented by a binary (0 or 1) indicator variable.

Identifying and addressing missing values is critical. Depending on the extent of missing data, rows
with missing data may be discarded or imputation methods may be used that include filling in missing
values with the mean, and median, or using more advanced techniques such as interpolation.

It is essential to detect and address outliers appropriately. This may include visualizations (eg, box
plots, scatter plots) and statistical methods to identify data points that deviate significantly from the
norm.

Scaling is crucial when numerical features have different scales. Standardization involves
transforming the data to have a mean of 0 and a standard deviation of 1, while normalization scales the
data to a specified range (for example, between 0 and 1).

The listed steps contribute to the preparation of the data for further analysis or machine learning
modeling. It is worth noting that the specific techniques and methods used may vary based on the nature
of the data, the problem at hand, and the requirements of the chosen analysis or model [18].

Chart 1 and chart 2 present the distribution of numerical characteristics and categorical
characteristics respectively.
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Chart 1: Distribution of numerical features Chart 2: Distribution of categorical features

Table 2 presents the basic statistical parameters of the database.
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Table 2:
Basic statistical parameters
count mean std min 25% 50% 75% max

age 303.00 54.37 9.08 29.00 47.50 55.00 61.00 77.00
sex 303.00 0.68 0.47 0.00 0.00 1.00 1.00 1.00
cp 303.00 0.97 1.03 0.00 0.00 1.00 2.00 3.00
trestbps 303.00 131.62 17.54 94.00 120.00 130.00 140.00 200.00
chol 303.00 246.26 51.83 126.00 211.00 240.00 274.50 564.00
fos 303.00 0.15 0.36 0.00 0.00 0.00 0.00 1.00
restecg 303.00 0.53 0.53 0.00 0.00 1.00 1.00 2.00
thalach 303.00 149.65 22.91 71.00 133.50 153.00 166.00 202.00
exng 303.00 0.33 0.47 0.00 0.00 0.00 1.00 1.00
oldpeak 303.00 1.04 1.16 0.00 0.00 0.80 1.60 6.20
slp 303.00 1.40 0.62 0.00 1.00 1.00 2.00 2.00
ca 303.00 0.73 1.02 0.00 0.00 0.00 1.00 4.00
thal 303.00 2.31 0.61 0.00 2.00 2.00 3.00 3.00
target 303.00 0.54 0.50 0.00 0.00 1.00 1.00 1.00

4.3. Exploratory data analysis

Exploratory Data Analysis (EDA) is a fundamental step in predicting heart disease using machine
learning and aims to explore and understand essential insights and patterns in a database. EDA is
performed with a systematic approach, includes visual and statistical examinations, provides a deep
understanding of the data, and creates a basis for the development of accurate and relevant models [19].
Visual displays such as histograms, scatterplots, and ROC curves provide a comprehensive
understanding of data distributions, feature importance, and model performance metrics. Data
visualization is an indispensable tool in the field of predicting heart disease using machine learning
models, helping to understand the complex relationships between characteristics such as age,
cholesterol levels, and blood pressure and their impact on heart disease risk. Metrics such as ROC
curves, confusion matrices, and precise regression curves provide insight into the accuracy and ability
of the model to distinguish patients with and without heart disease [ 20 ]. Figure 2 shows the mean
values of all attributes for cases with and without heart disease risk.

Heart Disease No Heart Disease
age 1 52.50 age | 56.60
sex 4 0.56 sex | 0.83
o 138 e | 0.48
trestbps 129.30 trestbps 134.40
chol | 24223 chol { 25109
fos 4 0.14 fbs - 0.16
restecg -T restecg 4 0.45
thalach 158.47 thalach 4 139.10
exng{ 014 exng 4 055
oldpeak -T oldpeak 4 1.59
sp{ 158 sip - 117
ca 0.36 ca 4 117
thal 212 thal 2.54
target -T target 4 0.00

mean mean

Figure 2: Mean values of all characteristics there is and there is no risk of heart disease

Correlation was performed to reveal potential relationships between variables in order to highlight
interactions and dependencies in the dataset. This analysis provides valuable insights into the potential
influence between variables as well as their joint influence on heart disease risk. From the correlation
matrix, insight is obtained into which characteristics are positively or negatively correlated with each
other and with the target variable. According to Table 3, the target variable is a dependent variable that
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is negatively correlated with some of the factors such as thali, and positively correlated with some of
the parameters such as that, ca, etc. Visualization of the correlation matrix provides insight into which
characteristics are positively or negatively correlated with the target variable.

Table 3: Correlation matrix
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4.4. Evaluation metrics

Evaluation metrics are crucial for evaluating the performance of machine learning models [21].
Accuracy is a metric that measures the percentage of correctly classified cases out of all cases and
represents the ability to correctly identify true positives while minimizing false positives, which is
critical to patient safety.

Cross-validation divides the dataset into multiple subsets so that training and testing are performed
multiple times, allowing each subset of data to be part of both the training and testing set. Cross-
validation helps to identify potential problems such as overfitting and underfitting [22].

Receiver Operating Characteristics — AreaUnder Curve (ROC-AUC) is used to quantify the ability of
the predictive model to distinguish between positive and negative cases. In binary classification tasks.
The ROC-AUC metric helps assess the ability of a model to maintain a balance between true positives
and false positives at different classification thresholds [23].

The confusion matrix provides a detailed overview of the classification results of the model,
categorizing the predictions into four basic categories: true positives (correctly predicted cases of heart
disease), true negatives (correctly predicted cases without heart disease), false positives (incorrectly
predicted cases of heart disease), and false negatives (incorrectly predicted cases without heart disease
[24].

4.5. Comparison of results

Table 4 shows the Evaluation Scores of the five considered ML algorithms by evaluating their
performance in terms of accuracy, Cross Validation Score, and ROC_AUC Score in order to build a
model for predicting heart diseases.

In terms of accuracy, SVM achieved the highest accuracy of 90.16%, indicating that it correctly
predicted the heart disease status for the majority of cases. Random forest and logistic regression also

performed well, with 86.89% accuracy. KNN and Decision Tree scored lower for accuracy, with KNN
at 85.25% and Decision Tree at 77.05%.

In terms of the Cross Validation Score metric, Random Forest received the highest cross-validation
score of 89.67%, indicating its consistent performance across different data subsets. SVM had a slightly
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lower but still strong cross-validation score of 87.96%. Logistic regression also performed well in cross-
validation, with a score of 88.52%. KNN and Decision Tree had lower cross-validation scores of
84.98% and 79.82%, respectively.

Table 4: Accuracy, Cross Validation Score, and ROC AUC Score for different ML models

model accuracy Cross Validation Score ROC_AUC Score
Logistic regression 86.89% 88.52% 87.34%
SVM 90.16% 87.96% 90.62%
Decision Tree 77.05% 79.82% 76.99%
Randoom Forest 86.89% 89.67% 87.34%
KNN 85.25% 84.98% 85.61%

Analysis of the ROC-AUC results showed that SVM achieved the highest ROC-AUC score of
90.62%, indicating its excellent ability to discriminate between patients with and without heart disease.
Random forest and logistic regression share the same ROC-AUC score of 87.34%, indicating their
comparable discrimination power. KNN and Decision Tree had slightly lower ROC-AUC scores of
85.61% and 76.99%, respectively, suggesting that they may not perform as well in distinguishing
between positive and negative cases.

Of the algorithms analyzed, SVM stands out as the top-performing model, boasting the highest
accuracy and ROC-AUC score, making it a strong choice for heart disease prediction. Random Forest
and Logistic Regression also provide robust performance across all metrics. KNN and Decision Tree,
while achieving reasonably good results, have slightly lower scores in accuracy, cross-validation, and
ROC-AUC, indicating slightly lower predictive power in this particular dataset.

The choice of the best model ultimately depends on the specific application requirements and the
relative importance of the specified metrics in the context of heart disease prediction. The methodology
must be constantly improved and developed, so that other parameters such as echocardiographic data
and medical recordings may be included in some future considered models.

5. Limitations of machine learning models for heart disease prognosis

Data quality and quantity play a key role in the performance of ML algorithms for heart disease
prognosis. IoMT devices generate huge amounts of data, which often leads to problems with data
imbalance, noise, and missing values. The need for comprehensive, standardized data collection
protocols is becoming apparent, as the absence of such practices can hinder the accuracy and
generalizability of predictive models. The interpretability and transparency of ML algorithms in health
applications, especially for the prognosis of critical heart diseases, despite their high prediction
accuracy, cannot often provide meaningful insights into the decision-making process, which raises
ethical and regulatory concerns, given the fact that doctors and patients demand transparent
explanations for the recommendations made by these algorithms. The issue of bias and fairness in ML
models for heart disease prognosis is a critical limitation.

Biases in data and algorithmic decisions may disproportionately affect certain demographic groups,
potentially leading to unfair results. Providing robust, universally applicable models requires careful
consideration of these factors.

Limitations imposed by the hardware and software capabilities of the IoOMT devices themselves can
hamper the effectiveness of ML algorithms. Connectivity issues, security issues, and device
compatibility challenges must be addressed to facilitate seamless integration of these devices with ML
algorithms.

Future research should focus on developing more robust and personalized models to improve
cardiovascular risk assessment.

Machine learning algorithms integrated with 1o0MT devices hold great promise for advancing heart
disease prediction, enabling early detection, personalized care, remote monitoring, and more efficient
allocation of healthcare resources. However, addressing data privacy, data quality, regulatory
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compliance, and model interpretability are essential to unlocking the full potential of this technology to
strengthen patient trust and data security.

6. Conclusions and challenges of machine learning models for heart disease
prognosis

IoMT devices improve patient outcomes by enabling early detection of health problems, continuous
monitoring, and personalized interventions. IoMT has the potential to reduce healthcare costs by
minimizing hospital readmissions, optimizing resource utilization, and streamlining workflows and
patient care in rural settings. It empowers individuals to actively participate in their own health
management and promotes patient engagement.

The data processing process applies advanced analytics, machine learning algorithms, and artificial
intelligence techniques to extract meaningful insights from the data. Choosing an appropriate machine
learning algorithm depends on the specific task and the characteristics of the data. These insights help
healthcare professionals make the right and personalized decisions. IoMT facilitates remote patient
monitoring, allowing healthcare providers to monitor patients' health conditions and intervene in real-
time when needed. loMT enables virtual consultations, remote diagnostics, and telehealth services, and
supports chronic disease monitoring, medication management, and preventive care.

The future of machine learning models in the prediction of numerous diseases brings enormous
challenges in the direction of applying advanced algorithms such as deep learning, neural networks,
hybrid model research, and enabling real-time monitoring. The continued evolution of machine learning
has the potential to revolutionize early diagnosis, intervention, and patient care in healthcare.

Data is securely transmitted to cloud-based platforms or local servers, where it can be stored, analyzed,
and processed, however, the widespread adoption of loMT raises security and privacy concerns given
that it is sensitive patient data. Interoperability issues between different loMT devices and systems pose
a challenge for seamless integration and data exchange. Healthcare organizations need to ensure their
IoMT devices comply with regulatory requirements such as HIPAA and GDPR [25] to avoid legal and
financial penalties.
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Abstract:

Artificial intelligence and machine learning algorithms with their advanced predictive and
diagnostic techniques help healthcare providers make the right decisions in the process of
disease prevention and early diagnosis. Breast cancer as a disease of modern dynamic living is
gaining momentum. Its early detection is crucial to increase the chances of survival through
better treatment options.

Exploratory data analysis (EDA) as a key step in data analysis involves systematic examination
and visualization of data to discover patterns, outliers and dependencies, enabling hypothesis
generation and making correct decisions. As powerful algorithms applied for classification,
Logistic regression is used, K-nearest neighbors (KNN), Naive Bayes, Decision Tree, Random
Forest, XGBoost Support, Deep Learning and NeNetwork. In our study, a comparative analysis
of the most commonly used Machine Learning (ML) algorithms has been done by evaluating
various metrics such as accuracy, F-measure, confusion matrix and specificity.

Limitations of machine learning algorithms often include issues such as overhead, high
computational requirements, and data quality. Challenges may arise from the need for large
labeled datasets, algorithmic bias, and concerns about interpretability.

Future work in machine learning should focus on developing more robust models that can
generalize well to diverse data, improving the interpretability of complex models.

Keywords:

Machine Learning, Breast Cancer, Artificial intelligence, Medical big data, Healthcare, Data
mining, Exploratory Data Analysis

1. Introduction

In recent years, healthcare has been facing numerous challenges, both from the increased accuracy
of diagnosis and therapy and the need for an efficient way of managing large amounts of health data[1].
The ability to extract useful knowledge hidden in large amounts of data and act on that knowledge is
becoming increasingly challenging. Cancer, especially breast cancer [2][7], is one of the most
dangerous diseases in the world, claiming the lives of countless women every year. Machine learning
algorithms [8] play a major role in the early detection and diagnosis of cancer. Section 2 reviews the
role of machine learning and Data Mining in healthcare [6][15], and Section 3 presents the most
commonly used ML algorithms in healthcare [3]. Part 4 presents the application of machine learning
algorithms in order to discover patterns and anomalies that are crucial in the detection and diagnosis of
breast carcinoma, the used methodology, data collection, data preprocessing, Exploratory Data Analysis
[9], evaluation metrics and comparison are presented of the results. In the fifth part, the limitations and
challenges faced by ML algorithms are presented, and in the last, sixth part, the conclusions reached
and future challenges of the ML algorithms are presented.
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2. The role of machine learning in healthcare

Artificial intelligence [5][20] has a great impact on medical research that has direct application in
real medical applications. Given the exponential growth of data, traditional manual data analysis is not
enough. Methods for efficient computational analysis such as technologies developed in the field of
data mining are necessary to discover insights from Big Data. Data Mining (DM) enables the discovery
of knowledge in databases that includes understanding the domain, preprocessing the data, extracting
regularities hidden in the data in order to create patterns or models. Numerous Big Data applications
have been developed with innovative methods for improving the quality of health care in the direction
of prevention or early detection of diseases.

Machine learning as one of the key components of artificial intelligence is used to train algorithms
and models that can analyze data, extract patterns and make predictions based on experience. Machine
learning leverages Al's ability to learn from data and improve its performance with experience, making
Al more intelligent and adaptable to different tasks and environments.

3. Most commonly used algorithms of machine learning in healthcare

Various machine learning algorithms are used in the healthcare industry covering various aspects of
medicine and healthcare.

Logistic regression [8] is a simple and interpretable algorithm that is often used for binary
classification tasks, such as breast cancer prediction. It models the probability that a given case belongs
to a certain class. Characteristics related to patient demographics, genetic factors, and medical history
can be used as input variables.

Support vector machine (SVM) [6][16]is a powerful algorithm for both binary and multiclass
classification that uses a hyperplane that maximizes the margin between different classes. SVM can
effectively handle high-dimensional spaces, making it suitable for genetic and medical data.

Decision trees [6][12] are used for classification by recursively partitioning the data into subsets
based on the most informative features. They are interpreted and can provide insight into which features
are most important in predicting breast cancer. Decision trees may require pruning to prevent
overgrowth.

Random forests [7][8] are an ensemble method that builds multiple decision trees and combines their
predictions. They reduce the risk of overload associated with single-decision trees. Random forests can
handle high-dimensional data and capture complex interactions between features.

KNN [6][8] is a non-parametric algorithm that classifies data points based on the majority class
among their k-nearest neighbors. It can be used to predict breast cancer by looking at similar cases of
patients. The choice of the 'k’ parameter is important and should be determined through cross-validation.

The Naive Bayes [8][17] classifier works by calculating the probability of breast cancer occurrence
based on characteristics such as age, family history, tumor characteristics, and medical test results.
Although it simplifies the assumption of independence of features, it can still be effective in aiding
breast cancer diagnosis and risk assessment.

XG Boost [8][18] is known for its speed, efficiency, and high prediction performance. The ability
to handle a wide range of input features allows it to be applied to breast cancer detection by training a
model containing numerous features extracted from breast cancer-related medical images, patient data,
or genetic information.

Neural networks [17][19][21], especially deep learning models, can automatically learn complex
patterns and relationships in data, making them suitable for tasks involving complex visual data. They
have outstanding performance in image recognition tasks, including medical image analysis. Table 1
lists the advantages and disadvantages of the most commonly used ML algorithms.
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3.1. Advantages and disadvantages of machine learning algorithms

An advantage of logistic regression is its simplicity and interpretability, which makes it suitable for
solving problems related to linear dependence and basic modeling, and a disadvantage is its limited
ability to model complex, non-linear data patterns.

Support Vector Machine is efficient for complex, high-dimensional data and can achieve high
accuracy with proper kernel selection, but can be computationally expensive for large datasets.

The advantages of decision trees include their simplicity and interpretability, while their
disadvantages include susceptibility to overfitting and instability due to small variations in the data.

The advantage of Case Forest is high accuracy, robustness to overload, and suitability for different
data types and large data sets, and the disadvantage is reduced interpretability compared to a single
decision tree and can be computationally intensive.

The K-Nearest Neighbors algorithm is simple and effective to implement for locally structured data
without making assumptions about the data distribution and can be effective for classification tasks, but
it can be computationally expensive, especially with large datasets and many rely on the choice of the
"Kk" parameter, which can affect its performance making it less suitable for high-dimensional databases.

The advantage of XGBoost lies in its excellent power as an ensemble learning method, efficiency,
and adaptability for complex problems, known for its high predictive accuracy and efficiency due to
gradient boosting, but it can be prone to overfitting if not properly tuned and can to require more
computational resources compared to simpler algorithms.

An advantage of a neural network is its ability to model complex relationships in data to deal with
complex tasks with large data sets, including image and text analysis, and the disadvantage of a neural
network is that it requires a large amount of data and computational resources, lacks transparency,
which can hinder their interpretability, especially in critical applications where understanding the
model's decision-making process is crucial.

3.2. Comparison of Machine Learning Algorithms in terms of Accuracy,
Interpretability and Adaptability

The accuracy of machine learning algorithms can vary depending on the dataset and parameters, but
in general, Random Forest, XGBoost, and Neural Networks tend to achieve high accuracy due to their
ability to capture complex patterns, logistic regression and decision trees can tend to work well for
simpler problems, in more complex scenarios they have lower accuracy. SVM and neural networks are
very adaptable to different data types and complexity, while decision trees and random forests may
require additional techniques to deal with overload, KNN is sensitive to the volume and dimensionality
of the data. Algorithm selection should consider trade-offs between these aspects based on the specific
problem and dataset.

In terms of interpreting the results of decision tree and logistic regression is relatively simple, they
are generally more interpretable because they provide explicit rules and coefficients that connect the
input characteristics to the predictions. Neural networks, SVM, Random Forest, KNN, and XGBoost
are less interpretable due to their complex, non-linear, and ensemble-based nature, which allows
meaningful insights to be extracted.

In terms of adaptability SVMs and neural networks are highly adaptable to different data types and
complexity, making them suitable for a wide range of tasks. Decision trees and random forests are
scalable but may require technigues to resolve overload, while KNNs can be sensitive to data volume
and dimensions, affecting their adaptability to certain scenarios.

4. Most commonly used algorithms of machine learning in healthcare

In this chapter, a study is made based on medical data that may come from hospitals, research
institutions, or publicly available data sets in order to predict the risk of breast cancer. In the study,
machine learning methods are proposed for the purpose of breast cancer diagnosis.
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4.1. Methodology

Methodology [4] for cancer assessment includes 10 stages shown in Table 1.

Table 1:
Methodology for breast cancer assessment

Phase description
First stage Data collection and pre-processing
Second phase Data cleaning and pre -processing
Third phase Normalize or standardize
Fourth phase Feature selection and engineering
The fifth stage Split the database
The sixth stage Model selection and training
Seventh stage Model evaluation
Eighth stage Interpretation and visualization of the model
Ninth stage Deployment and testing
The tenth stage Ethical considerations and compliance

The first phase involves gathering relevant medical data, including patient demographics, genetic
information, medical history, and diagnostic characteristics of breast cancer. The data cleaning is
performed in order to deal with missing values, analysis of outliers, and data quality. To ensure uniform
scaling, it is necessary to perform normalization and standardization of numerical characteristics and
coding of categorical variables. Then divide the database into training, validation, and test sets for model
evaluation. Unnecessary features are removed in order to reduce dimensionality. Univariate or
multivariate analysis techniques are used in order to examine the correlation between variables.

The next step is the selection of appropriate machine learning algorithms. The selected models are
trained based on the training data. In order to prevent overfitting of the model, the performance of the
model is evaluated on the validation set. Models are evaluated using appropriate metrics for binary
classification, such as accuracy, precision, recall, F1-score area under the ROC curve (AUC-ROC),
confusion matrix, and cross-validation. It is good practice to visualize the results of the model to gain
insight and interpretability. It requires continuous monitoring of the model and implementing
mechanisms to update it when new data becomes available. We need to ensure that the use of patient
data complies with ethical and legal regulations, such as HIPAA (in the United States) or GDPR (in
Europe). The final phase involves documenting the entire methodology, including data sources,
preprocessing steps, model selection, and evaluation results.

4.2. Data collection

In our study, a database downloaded from Kaggle Error! Reference source not found. was used,
consisting of 33 rows containing 33 attributes of which 32 are input attributes and one target attribute
that indicates the risk of breast cancer. Attributes contain demographic data and clinical parameters that
encompass different aspects of an individual's health profile.

4.3. Data pre-processing

In the process of data preprocessing, categorical variables are converted into /indicator variables,
missing values are checked if there are any, which is of crucial importance to either be rejected or filled
with a mean or interpolated value. Table 2 presents the basic statistical parameters of the database
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Table 2:
Basic statistical parameters

count mean std min 25% 50% 75% max
Radius mean 569.000000 14.127292 3.524049 6.981000 11.7000 13.370000 15 28.110000
Texture mean 569.01 19.289649 4.301036 9.710000 16.170000 18.840000 21.800000 39.280000
Perimeter mean 569.000000 91.969033 24.298981 43.790000 75.170000 86.240000 104.100000 188.500000
Area mean 569.01 654.889104 351.914129 143.500000 420.300000 551.100000 782.7 2501,
Smoothness mean 569.000000 0.096360 0.014064 0.052630 0.086370 0.095870 0.105300 0.163400
Compactness mean 569.000000 0.104341 0.052813 0.019380 0.064920 0.092630 0.130400 0.345400
Concavity mean 569.000000 0.088799 0.079720 0.0 0.029560 0.061540 0.130700 0.426800
Concave points mean 569.01 0.048919 0.038803 0.000000 0.020310 0.033500 0.074000 0.201200
Symmetry mean 569.000000 0.181162 0.027414 0.106000 b 0.179200 0.195700 0.3040

Fractal dimension

mean 0.062798 1 0.049960 0.057700 0.061540 0.066120 0.097440
Radius se 569.000000 0.405172 0.277313 0.111500 0.232400 0.324200 0.478900 2.873000
Texture se 569.0 1.216853 0.551648 0.360200 0.833900 1.108000 1.474000 4.885000

Perimeter se 569.000000 2.866059 1855 0.757000 1.606000 2.287000 3.357000 21.980000
Area se 569.0 40.337079 45.491006 6.802000 17.850000 24.530000 45.190000 542.20
Smoothness se 569.000000 0.007041 0.003003 0.001713 0.005169 0.006380 0.008146 0.031130
Compactness se I 0.025478 0.017908 0.013080 0.020450 0.032450 0.135400
Concavity se I 0.031894 0.030186 y 0.015090 0.025890 0.042050 0.396000
Concave points se 0.011796 0.006170 0.000000 0.007638 0.010930 0.014710 0.052790
Symmetry se I 0.020542 0.008266 0.007882 0.015160 0.018730 0.023480 0.078950
Fractal dimension se I 0.003795 0.002646 0.000895 0.002248 0.003187 0.004558 0.029840
Radius worst I 16.269190 4.833242 7.930000 13.010000 14.970000 18.790000 36.040000
Texture worst I 25.677223 6.146258 12.020000 21.08 25.410000 29.720000 49.540000
Perimeter worst 107.261213 33.602542 50.410000 84.110000 97.660000 125.400000 251.200000
Area worst I 880.583128 569.356993 185.2 515.3000 686.500000 1084. 4254.001
Smoothness worst I 0.132369 0.022832 0.071170 0.116600 0.131300 0.146000 0.222600
Compactness worst 569.000000 0.254265 0.157336 0.027290 0.147200 0.211900 0.339100 1.058000
Concavity worst 569.0 0.272188 0.208624 0.0 0.114500 0.226700 0.382900 1.252000
Concave points worst 569.000000 0.114606 0.065732 0.000000 0.064930 0.099930 0.161400 0.291000
Symmetry worst 569.000000 0.290076 0.061867 0.156500 0.250400 0.282200 0.317900 0.663800

Fractal dimension
worst

0.083946 0.018061 0.055040 0.071460 0.080040 0.092080 0.207500
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4.4. Exploratory data analysis

The EDA process [13] begins with summarizing the database, providing basic statistics and
identifying data types, figuring out the size and structure of the database. A missing values analysis
follows, which allows us to assess the extent of missing data and decide on appropriate techniques to
be applied in order to ensure the completeness of the modeling data. Descriptive statistics and data
distribution visualizations reveal the statistical properties of numerical features, making it easier to
identify outliers and understand the distribution of features.

Correlation analysis reveals the relationships between features and allows us to measure
multicollinearity between them. Particular attention is paid to the distribution of the target variable,
understanding the prevalence of breast cancer cases and its impact on the class imbalance of the model.

During EDA, data visualization plays a key role in discovering relationships, identifying outliers,
and gaining insight into potential feature engineering opportunities. The insights gained from the
comprehensive EDA, feature selection, and model development steps indicate that the breast cancer
prediction ML model is built on a solid understanding of the complexity of the database. Ethical
considerations when handling sensitive medical data need to be addressed to address issues of privacy
and bias, contributing to responsible Al applications in healthcare. Figure 1 shows a flowchart of ML
algorithms for breast cancer prediction.

Evaluate
the

3 performa
nce

metrics

v

Select the
best model

'

Web
applicatio

Figure 1: Flowchart of ML algorithms for breast cancer prediction

A correlation was made in order to reveal the potential relationships between the variables so that
interactions and dependencies could be seen. This analysis provides valuable insights into the potential
influence between variables as well as their joint influence on breast cancer risk. Figure 2 shows a
correlation matrix.
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Figure 2: Correlation matrix

4.5. Evaluation Metrics

Using appropriate metrics [14] to evaluate machine learning models aims to determine the best
algorithm for a specific task according to the objectives of the problem. The choice of evaluation metrics
can vary depending on the machine learning model chosen. An overview of the most commonly used
metrics for evaluating classification and regression tasks is provided:

Accuracy: Measures how many of the total number of instances in the test set were correctly
classified as true. Accuracy = (TP + TN) / (TP + TN + FP + FN), where TP (True Positives) is the
number of true positives, TN (True Negatives) is the number of true negatives, FP (False Positives) is
the number of false positives, and FN (False Negatives) is the number of false negatives.

Precision: Measures how many instances classified as positive result in true positives. Accuracy =
TP/ (TP + FP).

Sensitivity (Sensitivity, Recall): Measures how many of the true positive instances were identified
as positive. Recall = TP/ (TP + FN).

F1-Score: A joint measure of precision and recall that measures a harmonic average between them.
F1-score = 2 * (Precision * Recall) / (Precision + Recall).

Area under the receiver operating characteristic curve (AUC-ROC): Measures the performance of
the model for different decision threshold levels. In other words, it is the probability that the model will
give an earlier score to a randomly selected positive instance than to a randomly selected negative
instance.

Area under the precision-recall curve (AUC-PR): Measures model performance for different
decision threshold levels, but focuses on precision and recall. In other words, it is the probability that
the model will give an earlier score to a randomly selected positive instance than to a randomly selected
negative instance.

Confusion Matrix: A table showing the number of true and false positive and negative classifications
of the model. It can be used to calculate all of the above metrics.
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The choice of evaluation metric(s) should align with the specific goals of your machine learning
project. It is advisable to consider multiple metrics to get a comprehensive overview of model
performance.

4.6. Comparison of results

Table 3 shows the Evaluation Scores of the considered ML algorithms by evaluating their
performance in terms of accuracy, Cross Validation Score, and ROC_AUC Score in order to build a
model for breast cancer risk prediction.

Table 3:
Accuracy, f1 score, precision, recall, balanced accuracy in different ML models
ML model accuracy fl score  precision recall balanced accuracy
K-Nears Neighbors 0.973684 0.963855  1.000000 [MIKERIIZ&K] 0.965116
Naive Bayes 0.973684 0.963855  1.000000 [MVKEK{IEK] 0.965116
Logistic Regression 0.964912 0.952381  0.975610 [MORSK{0pEX] 0.958074
Random Forest 0.964912  0.952381  0.975610 [MIKCKIZ&K] 0.958074
XG Boost 0.964912  0.952381  0.975610 [MoKekirick] 0.958074

Neural Network 0.956140  0.941176  0.952381 [MUKK[IZKK] 0.951032

Decision Tree 0.929825 0.909091  0.888889  0.930233 0.929905

K-Nears Neighbors and Naive Bayes: Both models achieved the highest accuracy (97.37%) and F1
score (0.9639) among the models. They also have perfect precision (1.000) and high recall (0.9302),
indicating a good balance between correctly classifying positive examples and minimizing false
positives. Their balanced precision is also the highest at 0.9651, indicating good performance in both
classes.

Logistic Regression, Random Forest, and XG Boost: These three models have similar performance
indicators, with an accuracy of 96.49%, an F1 score of 0.9524, and a precision of 0.9756.

Their recall is also 0.9302, indicating that they are efficient at finding positive examples. The
balanced accuracy is slightly lower than K-Nearest Neighbors and Naive Bayes at 0.9581, but it is still
a strong performer.

The Neural Network model has slightly lower accuracy (95.61%) and F1 score (0.9412) compared
to previous models. Its accuracy and recoil are similar to previous models, both at 0.9524 and 0.9302,
respectively. The balanced precision is 0.9510, which is still a good performance.

The Decision Tree model has the lowest accuracy (92.98%) and F1 score (0.9091) among the
models.

Its precision (0.8889) is also lower, indicating a higher rate of false positives. However, its recall is
still 0.9302, suggesting that it is effective in finding positive examples. Balanced accuracy (0.9299) is
the lowest among the models, indicating slightly lower performance of both classes.

In summary, K-Nearest Neighbors and Naive Bayes stand out as the best-performing models for this
classification task, followed by logistic regression, random forest, and XG Boost. The neural network
performs slightly below these models but is still a strong contender. The Decision Tree model lags
behind in terms of performance. Choosing the best model should consider factors beyond these metrics,
such as model complexity, interpretability, and computational requirements.

In this study, we attempted to predict breast cancer risk using machine learning methods and medical
data from Kaggle. This study emphasized the importance of data quality and the application of statistical
and machine analyses to identify important correlations in medical data. Evaluation of the models with
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different metrics provided information about their effectiveness and reliability. It should be kept in mind
that this study is only one step towards improving the diagnosis of breast cancer and that continuous
research and innovation is needed.

5. Limitations and challenges

Machine learning algorithms in healthcare face numerous limitations and challenges, related to the
guality and availability of healthcare data, potential biases in data collection leading to biased models
and health disparities, and the interpretability of models. Ethical concerns and privacy regulations
present significant obstacles in managing patient data while ensuring confidentiality.

Imbalanced data, temporal aspects of health data, resource constraints, regulatory compliance, and
the need to continuously adapt the model to evolving health environments are significant obstacles. The
integration of machine learning into existing clinical workflows can be complex and may require
changes to established practices, ensuring model validation and accountability is critical in healthcare.

Machine learning (ML) algorithms in the field of healthcare have shown significant progress, but
still struggle with significant limitations and face various challenges, such as data quality, data privacy,
interoperability, ethical issues, clinical validation, generalizability, model explanation, resource
constraints, regulatory hurdles, lack of standardization, human oversight, barriers to adoption, cost-
benefit analysis.

Addressing these challenges requires a collaborative, multidisciplinary approach involving
healthcare professionals, data scientists, ethicists, policymakers, and various stakeholders to develop
robust, ethical, and clinically valuable machine learning applications in the healthcare sector.

6. Conclusions and future work

Machine learning (ML) and artificial intelligence (Al) are revolutionizing healthcare by automating
diagnostic processes, predicting disease risks, and personalizing treatment plans based on patient data.
These technologies improve medical image analysis, support healthcare professionals in decision-
making, and streamline healthcare data management. Although they offer significant benefits, their
ethical use and privacy of patient data remain important considerations in their implementation.

Machine learning has made great strides in the healthcare field, offering great potential to improve
patient care, diagnostics, and treatment, ensuring quality and standardization of healthcare data, which
are critical to training accurate and reliable ML models. This implies a dedicated effort in data
collection, cleaning, and harmonization to obtain the desired results.

Ethical dilemmas and privacy are significant aspects, requiring continued research into privacy-
preserving techniques and ethical frameworks aimed at protecting patient data while enabling
meaningful analysis.

Interpretability and explain ability of ML models are of critical importance, especially in the
healthcare decision-making process, continuous research on interpretable Al methodologies and model
explanation is needed. Mitigating bias in health data and algorithms to promote fairness, the
development of unbiased models becomes necessary to ensure equitable health care outcomes.

Validation studies are necessary to confirm the safety and efficacy of ML models in clinical settings.
Collaboration between researchers, clinicians, and regulatory bodies is essential.

ML models must adapt to new data and protocols in healthcare. Research devoted to adaptive and
lifelong learning approaches becomes imperative.

Integrating ML into clinical workflows is a huge challenge, but it is still essential that research
should concentrate on developing user interfaces and workflows that healthcare professionals can easily
adopt.

Effective allocation of resources in resource-constrained healthcare facilities requires careful
consideration.

In the future, priority should be given to patient-focused Al applications that enable individuals to
make informed decisions about their health.
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Interdisciplinary collaboration among data scientists, healthcare professionals, ethicists,
policymakers, and other stakeholders remains necessary for the successful development, validation, and
deployment of ML algorithms in healthcare.

The future calls for continued advances in Al and ML in the healthcare sector, with an increased
focus on personalized medicine, early disease detection and improving patient outcomes. Addressing
these challenges will be critical to realizing the full potential of ML in healthcare.
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Abstract:

Object detection and object recognition are the two main techniques that enable the
identification of objects in images and videos. These techniques utilize Deep Learning and
Machine Learning by simulating human-like image recognition. There are various methods
developed recently, which have made significant progress in object detection or image
recognition, and therefore, through this work, we present the latest advances in this field and
their operation through Machine Learning and Deep Learning. We discuss the challenges that
appear in object detection and the necessary improvements that must be made in order to
increase the efficiency of this technology. Furthermore, the future challenges for object
recognition has been addressed as well, by providing an analysis on the possibilities of
continuous development and facilitation of these techniques in various domains.

Keywords:
Object Detection, Image Recognition, Deep Learning, Machine Learning, Convolutional
Neural Networks

1. Introduction

Obiject detection and image recognition techniques have recently had substantial development in a
fair proportion to the advancement of technology in the world. Many Machine Learning and Computer
Graphics researchers have intensified their work in improving and advancing these techniques. Object
detection has found high application in video games, in automotive industry, in medical devices, in
traffic safety etc. On the other hand, face recognition is increasingly becoming an authentication
paradigm, finding application in a large number of mobile applications that require face recognition, as
well as in biometric applications. These vast application possibilities present an urgent requirement to
increase security, due to the rapid development of digitalization. In addition to these two techniques,
we will also focus on some other paradigms, to analyze their implementation progress, as well as to see
the shortcomings and sensitive points where we estimate that there is still a need for improvements in
the future.

The rest of this paper is organized as follows. In section 2we first make a review of the literature to
give a right orientation to our analysis. We emphasize the importance of this technology and its
development so far. Next, in section 3 and section 4 we provide separate analyzes for both technologies,
i.e. object detection techniques and image recognition techniques and the challenges and issues in their
further development. Finally, in Section 5, we give a recommendation about what issues developers
should deal with more specifically, in order to make greater advancement of this field.

2. State-of-the-art

Object detection and image recognition techniques are the two highly used object recognition
techniques. In order to achieve a complete understanding of the image, it must be made clear that we
have several other tasks to deal with in addition to classifying the different images, i.e. to accurately
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assess the concepts and locations of the objects contained in each image. This task is referred to as
object detection [1]. After the realization of this first phase, the next phase consists of several other
subtasks such as face detection [2], pedestrian detection [3] and skeleton detection [4]. In order to be
able to recognize objects better and have have stronger semantics, we need to extract representative
features, which is achieved through Scale-Invariant Feature Transform (SIFT) [5], Histogram of
Oriented Gradients (HOG) [6] and Haar-Like that considers adjacent rectangular regions at a specific
location in a detection window of the image then sums up the pixel intensities in each region and finaly
calculates the difference between these sums [7]. HOG is a feature descriptor that is used in computer
vision and processing of images for object detection and recognition. FiSIFT as a technique for image
matching can identify and match features in images that are invariant to scaling, rotation, and affine
distortion and it is widely used in computer vision, image matching, object recognition, and also, 3D
reconstruction. We can say that Deep Neural Networks (DNNSs), or the more representative
Convolutional Neural Networks (CNNSs), operate in a completely different manner compared to
traditional approaches. CNNs have deeper architectures with the ability to learn more complex features
than shallow ones. Also, expressiveness and powerful training algorithms enable us to obtain features
of objects without having to draw them by hand [8].

3. Object Detection

When we talk about object detection, we mean the computer's ability to detect objects within a given
frame, similar to how humans are able to detect objects within a given image. Object recognition [9] is
widely used in machine vision industry for inspection, registration and manipulation tasks. We will
cover some of the object detection tasks, for example, objects under different angles, lighting and
variations within the classroom and challenges in object detection [10]. We estimate that object
detection is divided into two periods. Object detection Based on traditional methods until 2014, and
after 2014 we have object detection based on deep learning. We will address the biggest developments,
applications of these technologies as well as the challenges these technologies are facing.

A. Object Detection in Computer Vision

Computer vision is extremely important in improving object detection. These algorithms have found
high application in medicine, such as in detection of tumors, in detection of potential anomalies of
children yet to be born etc. Other implementations of object detection include security systems with
face detection, traffic management with car license plates recognition and implementation in
automotive industry where high precision detectors have been developed to detect objects that may
have a direct or indirect impact on the moving vehicle. Of course, object detection is used in a very
large number of everyday-life fields as well, such as ensuring that people on the "No Fly" list do not
pass through security gates at airports, animal monitoring in agricultural farms and zoos, detection of
roads, pedestrians and traffic lights in autonomous vehicles, scanning and verification of faces against
passports at airports, detection of health abnormalities etc.

Figure 1: R-CNN Object Detection
In recent years, object detection algorithms have been further enhanced by deep learning, increasing
processing speed, as well as providing more accurate results. Some of the most popular deep learning
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architectures in object detection are known as: Fast R-CNN, Yolo, SSD, R-CNN. The Fast Region-
based Convolutional Neural Network method (Fast R-CNN) works as a CNN (usually pre-trained on
the ImageNet classification task) with its final pooling layer replaced by a region-of-interest pooling
(ROI pooling) layer and its final fully connected layer (FC) (that operates on a flattened input where
each input is connected to all neurons) is replaced by two branches: a (K + 1) category softmax layer
branch and a category-specific bounding box regression branch. YOLO (You Only Look Once) deep
learning architecture as a popular object detection algorithm has made a revolution in the field of
computer vision with its characteristics as fast, efficient and easily applicable in real-time object
detection tasks. Single Shot Detectors architecture (SSD) is also a popular and efficient in object
detection. SSD uses a single CNN in order to predict bounding boxes and class labels for objects in an
image, and that makes it faster and more efficient than other methods. For the last architecture, regions
with convolutional neural networks (R-CNN) it is a technique where objects are detected in an image
by combining rectangular region proposals with convolutional neural network features.

B. Object Detection Algorithms and Detectors

Below is a list of some of the most important developments in object detection technology:

a) The detectors of Viola and Jones [11], where in 2001 they achieved for the first time in real
time the detection of human faces without any limitations. This VJ detector was hundreds of
times faster than the algorithms of that time.

b) HOG detector, N. Dalal and B. Triggs developed this detector during 2005 where a significant
improvement of scale invariant feature transformation was achieved [12] and shaping contexts
of his time [13].
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Figure 2: Input Image & Visualization of the HOG features

c) R-CNN, makes the extraction of a set of proposed objects through a selective search. Then all
of these propositions are converted into still images and fed into a CNN model, so that features
can be extracted from them [14].

d) SPPNet model is an improvement over CNN models, as they require input of fixed size, while
SPPNet does not depend on fixed dimensions of input images. It also has an object detection
speed about 20 times faster than R-CNN.

e) Fast R-CNN, is a new model developed in 2015. Which is an improvement over R-CNN and
SPPNet models, where it has an object detection speed of about 200 times greater than R-CNN.
This model allows to simultaneously handle a detector and a regressor within the same link.

f) FPN algorithm, developed during 2017 and proposed by T.-Y.Lin [15], has increased accuracy
in locating objects in contrast to the above models.

C. Object Detection Challenges

Throughout all these developments, Object detection has also had challenges, some of which have
been improved while others still need to be worked on in the future. Below we list some of the key
challenges for which we believe more can be done.
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a) Disadvantages of RCNN are excessive feature calculations on a large number of overlapping
propositions (over 2000 boxes from one image) lead to an extremely slow detection speed (14
seconds per image with GPU )

b) SPPNet still has some shortcomings, such as the training is still performed in multi-stage and
it only adjusts its fully connected layers, while simply ignoring all previous layers.

c) Deformation. In many cases object detection detectors are trained for solid objects and have
difficulty detecting fluid or very flexible objects.

d) Occlusion. Object detection detectors also encounter difficulties when asked to find an object,
where part of it is covered by another object. For humans this is not a problem.

e) Illumination conditions. In different illuminations the detectors assign different features to the
same object and as a result several different objects are detected.

4. Image Recognition Techniques

Image recognition is a machine vision, which has the ability to recognize objects, images, people,
etc., knowing how to distinguish and compare the same features in different images. Image recognition
requires many processes, which require high processing speed, then accuracy in recognition, as well as
small tolerance in the obtained results. Below we have made an analysis about image recognition
through deep learning and machine learning. We have also shown the most frequent applications of this
technology and finally the challenges that this technology faces.

It is known that image recognition has found a very large application in practice, where today it is
used by a large part of the industry, security systems, smart phones, etc. Some of the applications of
this technology include:

a) Medical diagnosis, i.e. in health, image recognition is used quite a lot, especially in software
that is integrated into devices through which many recordings are made, such as X-Ray devices,
etc., where through advanced algorithms it is possible to recognize abnormalities in patients.

Figure 3: Detection anomalies in X-Ray witthNN

b) People identification. In these cases the security institutions use special equipment that enables
people to be recognized through the collected photographs and videos.

c) Fingerprint recognition is one of the simplest implementations based on small features such as
fingerprints-impressions.

d) Face recognition [16] is a technology that is mostly used in smart phones, in access control,
and recently in cars.

e) Visual search is a search method that allows people to search for something via input image, as
Google Lens tool makes searches.

f) Iris scan recognition. After DNA, iris is the second most unique organ in the human body and
contains more information about the human than fingerprint impressions [17]. Therefore,
recently we have technology developments where iris recognition is used as authentication
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instead of fingerprint or face recognition. This technology has started to be used also in ATM
devices.

Figure 4: ATM authentication with Iris recognition

A. Image Recognition with Machine Learning & Deep Learning

Deep learning [18] as a new field, comes from machine learning which aims to build a neural
network, which is capable of analyzing data and learning similarly to humans, through advanced
algorithms. Deep learning has boosted image recognition in a rapid manner. Mainly, traditional models
have applied color for image recognition, as well as features of image shape and structure [19]. One of
the main concepts in image recognition through deep learning is Convolutional Neural Networks
(CNN). This concept consists of several smaller layers of neurons that all contain parts of the image,
and after image processing, all parts are superimposed in one place. And so the layer below repeats this
process, learning more about the composition of the image. CNN [20] brought a revolution in the field
of computer vision by increasing the accuracy of image classification, but also many times improved
scene classification, object detection, semantic segmentation of biological images and face detection,
text recognition and human body recognition in natural images. The main practical success of CNN is
the face recognition and autonomous driving of cars. Also, we have Multi-Layer Perceptron (MLP)
with a feed forward learning algorithms. MLP is a frequent choice because of its simplicity and its
capability in supervised pattern matching. It has been successfully applied to many pattern classification
problems [21, 22]. Linear discriminant analysis (LDA) is a powerful method for face recognition. This
model gives effective representation that linearly transforms the original data space into a low-
dimensional feature space. A subspace analysis method for face recognition called kernel discrimination
locality preserving projections (MMDLPP) was proposed in [21] based on LDA analysis.
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Figure 5: Image recognition using CNN

B. Image Recognition Challenges

After analyzing the techniques for image recognition, we estimate that we have found some
shortcomings, which we have listed below.
a) CNN requires a large database which helps in image detection, comparison and recognition,
but consequently comes with a higher cost.
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b) False image recognition. This happens in many cases, for example, when the algorithm
recognizes another person who has some features similar to the person who is really being
searched for.

¢) Racial bias. This is a strange issue, but it is worth noting that image recognition algorithms
distinguish black people more easily than white people.

d) There are challenges in protecting personal data.

5. Conclusion

After evaluating the results obtained from the literature review, we estimate that a remarkable
amount of work has been done in the last two decades. Both object detection and image recognition
technologies have found a great application in practice, greatly facilitating some processes that were
quite difficult until recently. There is a growing trend of organizations dealing with the development of
complex algorithms, which will continue to facilitate this process. In general, the advantages of using
these technologies are significantly greater than the shortcomings or drawbacks. Where, after the
analysis of the results found, we recommend to work more with the image recognition technology,
which has greater challenges due to the various factors that we mentioned above. We recommend that
more work be done in the future in the field of health, where there is great potential for this very
important sector for people to shine through the advanced use of these technologies. Also, one of the
most sensitive sectors is undoubtedly privacy, the protection of personal data, since through the use of
image recognition we have a high exposure of our personal images as well as our sensitive data.
Therefore, more work is required in terms of protecting the data, code them, in order to be more
confident in the use of various applications related to object detection and image recognition.

References:

[1] Felzenszwalb, D. et al. “Object detection with discriminatively trained part-based models”, IEEE
Trans. Pattern Anal. Mach. Intell., pp. vol. 32, no. 9, p. 1627, 2010.

[2] Poggio, T. et al. “Example-based learning for view-based human face detection”, IEEE Trans.
Pattern Anal. Mach. Intell, pp. vol. 20, no. 1, pp. 39-51, 2002.

[3] Dollér, P. et al., “Pedestrian detection: An evaluation of the state of the art”, IEEE transactions
on pattern analysis and machine intelligence, pp. vol. 34, no. 4, p. 743, 2011.

[4] Kobatake H, Yoshinaga Y., “Detection of spicules on mammogram based on skeleton analysis”,
IEEE Trans. Med. Imaging., pp. vol. 15, no. 3, pp. 235-245, 1996.

[5] Lowe, D. G., “Distinctive image features from scale-invariant key points”, Int. J. of Computer
Vision, pp. vol. 60, no. 2, pp. 91-110, 2004.

[6] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection”, CVPR, 2005.

[71 R.Lienhartand J. Maydt, “An extended set of haar-like features for rapid object detection,” ICIP,
2002.

[8] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning”, Nature, pp. vol. 521, no. 7553, pp. 436—
444, 2015.

[91 A. B. Amjoud and M. Amrouch, "Object Detection Using Deep Learning, CNNs and Vision
Transformers: A Review," in IEEE Access, vol. 11, pp. 35479-35516, 2023.

[10] P. Viola and M. Jones, “Robust real-time face detection,” Int. J. of Computer Vision, vol. 57, no.
2, pp. 137154, 2004.

[11] K. C. Z. S. Zhengxia Zou, "Object Detection in 20 Years: A Survey,” Fellow, IEEE, p.
arXiv:1905.05055v3, 2023.

[12] D. G. Lowe, “Object recognition from local scale invariant features”, ICCV, pp.1150-1157, 1999.

167



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

[13] S. Belongie, J. Malik and J. Puzicha, “Shape matching and object recognition using shape
contexts”, IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 24, no. 4, pp.
509-522, April 2002.

[14] Zhong-Qiu Zhao, et al. “Object Detection with Deep Learning: A Review”, IEEE Transactions
on Neural Networks and Learning Systems, April, 2019.

[15] Lin, T.Y. et al. “Feature pyramid networks for object detection”, CVPR, vol. 1, no. 2, p. 4, 2017.

[16] Gu, X., et al. Regularized Kernel Locality Preserving Discriminant Analysis for Face
Recognition, Advanced Concepts for Intelligent Vision Systems. ACIVS 2010. Lecture Notes in
Computer Science, vol 6475. Springer, Berlin, Heidelberg, 2010.

[17] M. C. Mayur Gadge, "Image Processing for Secure ATM", International Journal of Innovations
in Engineering and Science, Vols. Vol. 7, No. 8, no. 2456-3463, pp. 132-136, 2022.

[18] K. Xu, J. Chen, Y. Ning and W. Tang, "Deep Learning in Image Classification: An Overview,"
2023 4th International Conference on Computer Vision, Image and Deep Learning (CVIDL),
Zhuhai, China, 2023, pp. 81-93, doi: 10.1109/CVIDL58838.2023.10167276.

[19] D. Al-obidi and S. Kacmaz, "Facial Features Recognition Based on Their Shape and Color Using
YOLOvS8," 2023 7th International Symposium on Multidisciplinary Studies and Innovative
Technologies (ISMSIT), Ankara, Turkiye, pp. 1-6, 2023.

[20] K. Veljanovska, "Atrtificial Intelligence Implemented in Covid-19 Detection", 11th International
Conference on Applied Information and Internet Technologies - AT, pp. 2-6, 2021.

[21] Y. Guan, Y. Han and S. Liu, "Deep Learning Approaches for Image Classification Techniques,"
2022 IEEE International Conference on Electrical Engineering, Big Data and Algorithms
(EEBDA), Changchun, China, pp. 1132-1136, 2022.

[22] Xiaoguang Li and S. Areibi, "A hardware/software co-design approach for face recognition,"
Proceedings. The 16th International Conference on Microelectronics, 2004. ICM 2004., Tunis,
Tunisia, pp. 55-58, 2004.

168



13th International Conference on Applied Internet and Information Technologies AllIT2023, October 13th 2023, Bitola, Republic of North Macedonia

An Example of Application for Custom Design Automation using
SolidWorks Application Programming Interface

Hristijan Stojceski!, Andrijana Bocevska?, Igor Nedelkovski® and Nikola Rendevski*
1234 University St Kliment Ohridski, 1 Maj nn, 7000 Bitola, R. North Macedonia

hristijan.stojceski@uklo.edu.mk; andrijana.bocevska@uklo.edu.mk; igor.nedelkovski@uklo.edu.mk
nikola.rendevski@uklo.edu.mk

Abstract:

In this paper an application which allows users with minimal CAD knowledge to interact with
the software and make custom design automation is presented. The user-interface was
developed using the Visual Basic for applications (VBA) programming language and the CAD
software’s built in application programming interface (API) command structure. This process
allows the automation of selected embedded CAD productivity tools whereby the user is able
to modify specific parameters to manipulate the shape of their design and automatically
generate a 3D computer-aided model reflecting their specific modifications. This paper utilizes
a solid body of four types of tool designs as an example. We describe the creation of the user
interface, as well as specific limitation ranges and/or constraints that were placed on the
parameters of the designs. The result was the development of an interactive design template
that prevents design engineers from needing to design the same model’s family repeatedly to
suit the needs of the customer, thereby reducing the design time and mistakes while enhancing
the design consistency.

Keywords:
Custom design automation, SolidWorks API, VBA

1. Introduction

With today’s emerging markets and product variety, it is very important for industrial companies to
explore product customization to capture customer attention and deliver true customer value. Product
customization refers to enabling customers to personalize a product according to their needs and
preferences [1]. Add-ons, exclusive functionalities, templates, and flexibility with product design all
count as different forms of personalization.

Product customization is essential because it allows customers to feel like a part of the product
development process. They can choose the features they want, the color they want, and even the style
of the product. In addition, product customization helps businesses learn more about their
customers. By understanding what customers want and need, businesses can create products that are
more likely to sell. Customization also helps companies target specific markets.

A few of the benefits that businesses can enjoy when they offer product customization [2]:

Because Customers Like It - Product customization adds a personal touch to the product. When
customers design it their way, the end product does not just remain a product but a feeling gets attached
to it no matter whether they are doing it for their own or for someone else. Since customers like the
personalization concept, it provides brands with an excellent opportunity to excel in the e-commerce
market.

Product Customization builds Customer Loyalty - Customer loyalty is one of the significant
benefits of product personalization. And there’s no better way to earn a customer’s loyalty than to give
them complete control over the product’s design. Customer success is the most crucial factor in gaining
that loyalty [3]. Product customization creates a bond between customers and brands and significantly
increases customer retention [4].

Higher Sales - Customers are willing to spend more for a personalized item because they regard it
as more than simply a product; it is something unique to them. This can be backed up with a Deloitte
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study claiming that one out of every five consumers would be willing to spend 20% more on an
exclusive product [5]. Also, as per Invesp, 59% of the marketers are getting a good ROI after offering
the product personalization facility [6].

Word-of-Mouth Marketing - According to the Harvard Business Review, buyers who can
customize their products buy more and are more inclined to suggest the brand to their friends [7]. People
tend to notice something that stands out. If customers are loyal and satisfied with the products, they’ll
probably tell others about them, resulting in more people buying them.

Get Better Insights into your Customers - Adding to the benefits of product customization is that
a personalized purchase provides a more detailed analysis of your customer’s preferences, likings, and
taste than a normal purchase. When customers purchase customized products, brands can collect that
information and utilize it to offer products based on their previous preferences. Efficient research and
development lead to a competitive advantage [8].

Product Customization module by KnowBand - Knowband offers a Product Customization
module for offering customization services to the customers. It adds a customization tab on the product
pages and allows the customers to personalize a product as per their desire. From adding the desired
images to putting up a customized text and QR code, the Product Designer module comes with a variety
of features to help customers personalize the products exactly the way they want.

Customer involvement in new product development is currently a thriving activity implemented by
companies in order to fulfill customers' needs [9].

In modern conditions, it is important for any company to reduce the time required to design new
products. One way to do this is through the automation of design processes. Automation in SolidWorks
is a huge opportunity to speed up and make design process dynamic. Custom applications using the
SolidWorks API can be as simple or as complex as desired, for instance, the API can be used to create
simple macros.

Therefore, the purpose of this paper was to create an application for producing customized products
for customers with poor or no skill in CAD software. This paper focused on developing an interface for
the customers to use to modify product appearance by integrating several software applications such as
Visual Basic, SolidWorks and Excel. Visual Basic creates the user-interface form and integrates
SolidWorks and Excel together using each software’s APT command structure, whereas SolidWorks for
3D solid model creation and Microsoft Excel are used for customer’s parameter values. SolidWorks
Macro/API allows the user to automate the designing tasks and eliminate the conventional and repetitive
process of designing for different sizes and conditions.

The paper is organized as follows. Previous work is described in Section 2, whereas Section 3
discusses the features of the used technologies. Description and screenshots of the developed
application are given in Section 4. Last section gives a brief review of the research, providing
concluding remarks and directions for further work.

2. Previous work

Many researchers have used the API of various CAD systems in order to develop applications and
tools and always the conclusions represent that the benefits and advantages of the API are huge.

An alternative methodology for real time object customization in a CAD system is suggested in [10].
The proposed program modifies the CAD model through Visual Basic programming and operates by
controlling and manipulating the instructions. It realizes a real time customization where it allows users
to adjust and change the parameters on the GUI instead of editing the model manually, thereby
simultaneously modifying the shapes in the CAD interface.

The author of [11] elaborates how a complete design automation procedure can be made based on
examples. The paper considers the exponential growth in design methodologies and depicts works on
design automation of a cube on certain parameters. SolidWorks designing and modelling was used for
writing the macro code for automation. Parameters like dimensions, colors and materials have been
considered for automation. After the conceptual development and algorithm build up, an application
has been made in order to make the product user-friendly.

The work presented in [12] uses Visual Basic to develop corrugated box parametric drawing system
on SolidWorks platform on the basis of the established corrugated box access database. The users only
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need to select the desired corrugated box carton and the key parameters, then can get the 2D expansion
diagrams and 3D stereoscopic diagrams in accordance with the national standard, which significantly
improve the efficiency of the corrugated box drawing.

A procedure to automate the design of metal scrap balers by integrating Visual Basic, Excel and
SolidWorks is presented in [13]. Firstly, a prototype model of the mechanical system under
development was designed in SolidWorks by GUI. The geometric dimensions considered for the
iterative work were then entered to an Excel file. The data in the Excel file can be edited and changed
for the iterative work. The modifying program developed in Visual Basic reads the data from the Excel
file and automatically modifies the SolidWorks model using API. The modified model was analyzed
and the analysis results were evaluated.

The authors of [14] investigate how design automation can be used and implemented to automate
and improve sections of the order-to-delivery process for customized products at an industrial
manufacturing company. Their objective was to develop a product configurator to automatically
generate 3D models and documentation for production and sales support. This was achieved through
the development of a product configurator which decreases ODP lead-time, prevents errors, reduces
material waste and adds customer value.

The advantages of the applicable programming interface of CAD system in creating custom
programs (macros) that can assist users in automating many of the tasks with the help of simple
graphical user interface (GUI) are outlined in [15]. This procedure contributes to reduce design time
and eliminate any potential errors. An application was developed using Microsoft Visual Studio and C#
programming language and was integrated with SolidWorks CAD package through API. Output design
result is passed to SolidWorks CAD package, which updates CAD models of car rim and manufacturing
drawing.

3. Features of the used technologies

Key element for creating the application was a thorough understanding of the CAD tools available
in SolidWorks to generate multiple configurations. SolidWorks allows the development of part
configurations through the use of a design table. A design table uses an Excel spreadsheet to allow a
user to enter part feature information to create a new configuration of a product by changing selected
part dimensions or by suppressing part features. The Excel spreadsheet can be automatically linked to
the SolidWorks software, so when a user edits the data in Excel spreadsheet externally, SolidWorks
will create the new model or models based on the entered data. Each software uses a common
programming structure called an application programming interface (API) which enables software users
to create tools using Visual Basic for applications (VBA) programming language to interact with the
software. This interaction could be accomplished using two basic approaches depending on the type of
tool being developed and the type of user interaction desired. Those approaches included: VBA, Add-
Ins (DLL or EXE), and standalone exe.

There are two ways to make design changes: customize a model from within SolidWorks or
customize the model outside of the SolidWorks software. Customizing the model from within the CAD
software wouldn't be very helpful since the user would need some level of functional knowledge of the
CAD software. For those reasons the standalone exe. application was created as independent program
that is capable to control other software and has its own interface. In this regard, Visual Basic software
was used for the standalone exe. to interactively work within the SolidWorks and Excel software to
customize a model. Once the user has submitted parameter values into the user-interface form, the
parameter values will automatically be entered in Microsoft Excel, which in turn updates the
SolidWorks 3D model automatically, and the result will be displayed back to the user-interface form
for the customer to compare. The role for Visual Basic was to be able to control Microsoft Excel and
SolidWorks using their APl commands to work internally as if it were part of Visual Basic codes. To
automatically enter the customer’s parameter value from the user-interface form into the Excel, Visual
Basic must use Excel APl commands. Once the model is customized, the picture box will show the
updated model with the current values of the customized model. All the textboxes in the user-interface
form are protected with error checking codes to make sure that the customer cannot enter any invalid
input. The customers are only allowed to enter numeric points into the textbox parametric values. In
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addition, the application creates an automatic drawing of the model if the checkbox for creating drawing
is selected.

4. Description of the developed application

In the paper, an application is developed using SolidWorks APl and VBA programming language.
SolidWorks provides an API that allows external programs to interact with and control SolidWorks
functionality. The API exposes a set of objects, methods, and properties that developers can use to
access and manipulate SolidWorks models, assemblies, drawings, and other elements.

VBA is event driven language, embedded in SolidWorks that enables users to write custom macros
and automation scripts. These VBA macros can be used to create custom features, automate repetitive
tasks, and enhance the capabilities of SolidWorks.

With the help of VBA, users can create macros that automate various aspects of the design process
in SolidWorks. For instance, you can write a VBA macro to generate complex geometric shapes,
perform design validations, or automate the creation of drawings and reports. VBA also allows users to
customize the SolidWorks user interface by adding custom toolbars, menus, and buttons. This level of
customization enables users to have a more tailored and efficient workflow based on their specific
needs. Lastly, through VBA, SolidWorks can communicate and exchange data with other Microsoft
Office applications, such as Excel and Access. This integration allows for seamless data transfer
between the design process and other parts of the workflow.

SolidWorks includes a built-in feature called "Macro Record", which allows users to record macros
directly within the software. To use this feature, simply launch SolidWorks and select "Macro Record"
from the toolbar. Once the recording is complete, you can stop the macro recording by clicking on
"Macro Stop". The recorded macro will then be saved.

The application's primary objective is custom design automation of tools, such as spanners. By
leveraging the recorded macros, users can streamline repetitive tasks and efficiently generate designs
for various tools, enhancing productivity and reducing manual effort. Figure 1 shows the user interface
of the application.

Tool selection *

Select a tool:

| Spanner|

Spanner

Length :
Width :

™ Create Drawing?

Run

Figure 1: User interface of the application

The proposed graphic interface consists of a drop-down list, two textboxes, a checkbox and a "Run"
button. A preview of the model is shown on the right side of the interface. Using the drop-down list,
one of the following four tools can be chosen:

= Spanner
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= Screwdriver
= Allen key
=  Adjustable wrench

By default, spanner is selected, and the tool has couple of parameters that can be modified. Users
can input desired tool dimensions through the textboxes, which will be utilized in the modelling process.
By clicking the "Run" button, an algorithm executes, generating the tool based on the provided
dimensions.

The interface's checkbox triggers the automatic creation of drawings for the newly designed tools.
Users can opt to generate these drawings during the modelling process, providing comprehensive
documentation for the models. To facilitate future reference and data analysis, an algorithm is
implemented to store all tool dimensions in a Microsoft Excel spreadsheet. This feature ensures easy
access to and review of the design specifications of previously created tools. The user can choose one
out of four models which are available, as shown in Figure 2.

HeET e

[

TRTRIRIR Model | 30 Views | Mobon Sty 1
Premam 2020 40 g un

Figure 2: Available models

For each tool there are textboxes available which must be utilized before clicking on the "Run"
button. Each textbox has validations for the minimal and maximal integer number for the selected tool
- this prevents the user of creating a miniature spanner or an absurdly big one. If the user enters a faulty
value, they will be warned by the system and informed what needs to be changed. They will also be
provided with the min/max values or that particular dimension, as illustrated in Figure 3. The code for
the spanner validation is shown in Figure 4.

fm-@-a-»eEa- -2 — a

meulas

A

IR Modet [ 30 Vi | Wit Sy |

Figure 3: Validation for Spanner length
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'Spanner Controls

If txtSpannerlLenght.Value < 80 Or txtSpannerlLenght.Value > 120 Then
MsgBox "Spanner Lengtﬂ must be between B80-120mm. "™

ControlValues = False

Exit Function

End If

Figure 4: Code for Spanner validation

After successful insertion of the values, the system will adjust the models as per requirement and it
will call the function that writes the dimensions in a separate sheet for each model in an external Excel
file, as given in Figure 5 and Figure 6.

Sulr WriteToExcelFile ()
bim strDrawStatus &4s 5String

If chkUpdateDrawing.Valuse = Trues Then

strDrawStatus = "YES"
Else

strxDrawStatus = "NO"
End If

Dim xlApp As Chjesct
Dim x1Workbook As Object
Dim x1Worksheet As Object

Set xlApp = Createlbject ("Excel.fpplication™)
Set xlWorkkook = xlApp.Workbooks.Cpen (excelPath)
Dim lastRow As Long

Select Case cmbModels.Text

Case "Spanner™:

Set xlWorksheet = xlWorkkook.Sheets (1)

lastRow = xlWorksheet.Cells (xlWorksheet.Rows.Count, "A").End(x1Up).Row + 1
®1Worksheet.Cells (lastRow, "A") .Value = spannerlLenght
#1Worksheet .Cells (lastRow, "B"™).Value = spannerWidth
x1lWorksheet.Cells (lastRow, "C").Value = strDrawStatus

Figure 5: Code for writing to external Excel file

A 8 c 0 3 3 s H ' 1 3 L M N o 3 a ] s T
Lenght@Spanner Width@Spanner Create Drawing

12 15 YES

100 15 NO

80 15 NO
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[ 120 25 NO
7 120 ] YEs
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13

14

15

16

17

18

19
20 ‘
2 |
2
23
24
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%
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28

AllenKoy  Screw Diver 1 Adjustable Wrench

Beady T e B m o +

Figure 6: Excel data

Moreover, if the checkbox for creating drawing is selected by the user, the algorithm will create an
automatic drawing of the model with the newly entered values by calling the method in Figure 7 in
VBA. The created drawings of the spanner are illustrated in Figure 8.
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Sub OpenAndUpdateDrawings ()
Dim swDrawingModel As Modeldoc2

Dim drawingMame &Zs String

drawingMName = folderPath & cmbModels.Text & "\" & cmbModels.Text & ".slddrw"

Set swDrawingModel = swipp.OpenDocé (drawingName, swDocDRAWING, swOpenDocOptions Silent, "", 0, O
swhpp.ActivateDoc3 swDrawingModel.GetTitle, False, 0, 0

swDrawingModel .ForceRebuild3 True

'swhpp.CloseDoc swDrawingModel.GetTitle

Set swDrawingModel = Nothing

End Sub

Figure 7: Code for creating drawing for a model
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Finally, SolidWorks will rebuild the model and refresh the application so that the last entered values
for the model are shown, Figure 9.
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Figure 9: Final model

The process of creation of the three other models is the same as for the spanner. Dimensions are
appropriately validated similarly as for the spanner and drawings can be created in the same manner.
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5. Conclusions

Product customizations are significant for today’s manufacturing industry, in order to gain a
competitive edge among their competition. A better understanding regarding product customization and
its impact on the customers can lead to a superior manufacturing process, which in turn will improve
customer satisfaction. In this paper, an application was created to allow customers to be more involved
in the design phase for product customization through the use of an interface that is seamlessly
integrated with CAD’s system API. The application provides customers with the ability to make design
changes to a product via a user-interface form without the need to possess any type of CAD software
skills. In the simplest sense, customers input values for pre-identified feature dimensions for a product
model and the developed software program will automatically generate a hew model based on the
parameters. A VBA macro was written for design automation of repetitive and tedious tasks within
SolidWorks. By involving customer in the new product development process, companies aim to get
concepts and insights that allow them to improve an existing product or lunch a new product in the
market. Customer involvement using same application in new product development is considered
important for successful product development. The concepts developed for this paper can be used for
any products with a broad scope of design opportunities. Directions for further work are to upgrade the
existing algorithm, so that the user can select the material, color and texture of the tools, which would
significantly improve this application.
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Abstract:

ARToolKit is an open source augmented reality toolkit that supports the recognition of
fiducial markers and NFT (natural feature tracking) markers. There is significant research on
optimizing and improving fiducial markers but an evident research gap on NFT makers. In
this paper we provide a continuation of our previous research on creating NFT markers of
outdoor objects by: choosing a source for the marker photo, comparing a range against the
entire objects facade, address the level of initialization features and the level of tracking
features in the NFT marker creation process.

Keywords:
ARToolKit, NFT, AR, Augmented reality, marker creation

1. Introduction

In our previous work [1] we defined an augmented reality end-to-end platform for spatial
exploration with the time as an added component. This defining process was part of our goal to enable
the exploration of past and future or houses or buildings that can be recognized by their natural
features extracted from a photo of their fagades. Since ARToolKit did not support cloud recognition
we created a platform consisting of a smartphone app for recognizing the objects and displaying
multimedia and a server for storage and distribution of the markers. By setting the bar for the platform
to be available to as many users as possible we had to focus and develop guidelines for the best
practices for creating markers and app settings that would allow for fast recognition and stable
tracking. This translated to an app that would run on Android smartphones with low specifications,
but thanks to the rapid development of smartphone processors and the included components such as
camera, GPS and 4G connectivity we could focus on recognizing the objects by their natural features
instead of using fiducial markers. We addressed the generating markers with the available parameters
and the process of adding markers. We also addressed the importance of the camera calibration when
using ARToolKit for marker recognition.

When recognizing outdoor objects there are factors in the environment such lighting, reflective
surfaces and occlusion that can drastically affect the user experience. In a setup where the before
mentioned conditions are similar, the methodology of marker creation as well as the app parameters
are of key importance. We have worked on resizing the photo before creating the marker, emphasized
the importance of camera calibration as well as the camera resolution on the recognition speed and
quality tracking of outdoor objects [2].

2. Related work

There is a comparative study of planar fiducial markers [3] that analyzes the literature, describes
the differences and limitations and conducts detailed experiments to compare the sensitivity,
specificity, accuracy, computational cost and performance under occlusion.

Research has been done on comparing systems like ARTag, AprilTag and CALTag on the
reliability and detection rate when occlusion of various types and intensity is present [4]. ARToolKit
markers have been compared with similar systems like ARTag on the reliability, detection rates, and
immunity to lightning and occlusion [5].
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Fiducial marker optimizer is presented [6] in order to optimize the design attributes of ARToolKit
markers, including black to white ratio, edge sharpness, information complexity and to reduce inter-
marker confusion. There are multiple factors [7] that are important when designing and tracking
ARToolKit fiducial markers. Each of the factors can affect the accuracy, detection speed and inter-
marker confusion. The specific distribution of tracking accuracy and its dependency on the distance
and the angle between the camera and the fiducial marker is addressed in [8].

In regard to ARToolKit specifically, there is research on the effect of edge sharpness, noise and
markers distinction on markers reliability with a developed specialized algorithm