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Welcome address and opening
remarks

“Honorable Minister of Information Society and
Administration of the Republic of Macedonia, honorable
Vice-rector, distinguished members of the academic and
research community, distinguished members of the
business community, ladies and gentlemen:

[t gives me great pleasure to extend to you all a very warm
welcome on behalf of the Faculty of Information and
Communication Technologies (FICT) at the 6t
International Conference on “Applied Internet and
Information Technologies” here in Bitola.

It is an appropriate time to renew contacts and discuss
problems of mutual interest with colleagues from
surrounding countries of the region and countries from
(literally) Mexico in the west to Vietnam in the east. It is the year when the University in
Bitola celebrates 1.100 years of the repose of our patron, St. Kliment Ohridski, and “1110
years” (binary) of computer science and information technologies in Bitola. Indeed, the
Faculty of Information and Communication Technologies was founded by virtue of law in
December, 2013, and by founding such a higher education unit, the University “St. Kliment
Ohridski” - Bitola promotes a faculty completely focused on educating information
professionals.

[t is gratifying to note that the agenda of this year’s conference covers a wide range of very
interesting topics relating to Information Systems, Communications and Computer
Networks, Data and System Security, Embedded Systems and Robotics, Software
Engineering and Applications, Electronic Commerce, Internet Marketing, Business
Intelligence, and ICT Practice and Experience, with 50 papers by 113 authors from 12
different countries.

Right after the opening remarks, Prof. Vladimir Dimitrov from the Faculty of Mathematics
and Informatics at the University of Sofia, Bulgaria, as well as Prof. Zeljko Stojanov from
the Technical Faculty "Mihajlo Pupin” in Zrenjanin, Serbia, will give their keynote
speeches toward formalization of software security issues and inductive approaches in
software process assessment. Prof. Dimitrov is one of the key initiators of the Bulgarian
segment of the European Grid and a member of the editorial board of IEEE IT Professional
and Transactions on Cloud Computing. Similarly, Prof. Stojanov has participated in a
handful of research and industrial projects and is a member of [EEE and the Association
for Computing Machinery (ACM).

Nevertheless, no matter how much we can do by ourselves on the national or regional
level, whether it be research or application, it is never enough. In a spirit of true
cooperation, we in this region of the world, must join in an action-oriented effort to attack



and solve the problems encompassing the economic, social, institutional and physical
elements of development, in a wider sense!

Are Macedonia and Western Balkans moving towards their maturity as outsourcing
destinations? That's why we’ve dedicated a whole day to outsourcing opportunities that
exist in Macedonia and Western Balkans - what can we do to boost up outsourcing, how
can we become outsourcing experts, overcome cultural differences, and use all that in our
everyday work? Independent consultants, Mr. Richard Avery, Ms. Carola Copland and Ms.
Nina Ugrinoska will share their mind-coaching techniques, their experience in nearly all
areas of the strategic outsourcing lifecycle, and their real life stories and solutions
provided.

Last but not least, we should have in mind that all these economic, social, institutional and
physical elements of development are under the auspices of the Ministry of Information
Society and Administration. Therefore, at the very beginning, after the welcoming note of
our Vice-rector, Prof. Svetlana Nikoloska, I invite the Minister of Information Society and
Administration of the Republic of Macedonia, Mrs. Marta Arsovska Tomovska, who was a
featured speaker at the 22nd “Smart Government and Smart Cities” conference held in
Dubai in May, 2016.

In concluding, as a Conference Chairman, I wish you every success in your deliberations
and a very pleasant stay in the beautiful city of Bitola.”

Conference Chairman,

I3 ~

~N [

Prof. Dr. Pece Mitrevski

Dean of the Faculty of
Information and
Communication Technologies -
Bitola
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Inductive Approaches in Software Process Assessment

Zeljko Stojanov!

University of Novi Sad, Technical faculty ”Mihajlo Pupin”
Djure Djakovica BB, 23000 Zrenjanin, Serbia
zeljko.stojanov @uns.ac.rs

Abstract. Software processes play important role in overall business performances
of software organizations. However, in many cases processes are not well estab-
lished, leading to poor performances of software products and services. Since ma-
jority of software organizations are small, suffering from the lack of resources, there
is a permanent need for developing lightweight inductive approaches for assessing
and improving their processes. These approaches should start from the actual state
of the practice in software organizations, and result with the most suitable improve-
ment proposals. This paper presents a short introduction into software processes,
process assessment and improvement, and motivation for investigating the field of
inductive software process assessment. The paper also outlines basic principles of
inductive assessment approaches and future challenges.

Keywords: software process, assessment, improvement, inductive approaches.

1. Introduction to software process

Success of contemporary business in many fields highly depends on software systems
that allow organizations to gain competitive advantage in the market. However, this de-
pendence on software systems impose many challenges to software organizations to de-
velop and maintain functional and efficient software systems, leading to defining and
implementing efficient processes that support software life cycle. According to Miinch et
al. [45], processes can be seen as systematic approaches for accomplishing some tasks,
which in the case of software systems relate to managing, controlling, and optimizing
development and evolution of software-intensive systems and services. Although several
definitions of software process have been proposed in literature, a process is not perceived
as a rigid prescription for creating and evolving software systems, it is rather adaptable
approach enabling software engineers to select the most appropriate set of actions in a
given context [48]. Therefore, software organizations should establish process manage-
ment that enables continuous monitoring and improvement of processes, as well as ad-
equate understanding of processes impact on overall business performance. Boehm [11]
identified process and architecture strategies for enterprise success in the 21st century,
among which attention should be put on acquisition and contracting practices, human
relations, continuous process improvement, supplier management, internal research and
development strategies, and enterprise integration.

Recent reports from industry and academia revealed that the majority software projects
fail or are canceled due to the problems with: deadlines, meeting the expectations of cus-
tomers, or underestimated resources and budget [20,48, 56]. The following quotations,
taken from [20], illustrate these problems:



Zeljko Stojanov

Unfortunately, software projects have the (often deserved) reputation of costing
more than estimated, taking longer than planned, and delivering less in quantity
and quality of product than expected or required.

Many software projects have been canceled after large investments of effort, time,
and money because no one could objectively determine the status of the work
products or provide a credible estimate of a completion date or the cost to com-
plete the project. Sad but true, this will occur again.

A significant number of process models have been proposed in last decades, but no
single approach has been widely accepted (not surprising) due to the existence of mul-
titude of contextual factors influencing the choice of process models and management
approaches [53]. For example, Pressman [48] proposed a generic process framework for
software engineering with the following activities: communication, planning, modeling,
construction, and deployment. In addition, software processes are supported by a set of
umbrella activities, such as project tracking and control, risk management, quality as-
surance, configuration management, technical reviews, etc. Description of software pro-
cesses mainly involve description of activities and their ordering within processes, but
Sommerville [56] suggests inclusion of: (1) Products or outcomes of activities (depend-
ing on a type of a process, products can be models, specifications, code, or a new version
of a software system), (2) Roles that reflect the responsibilities of people involved in a pro-
cess (typical roles in software processes are project manager, business analyst, software
architect, programmer, etc.), and (3) Pre- and post-conditions describing what should be
accomplished before and after enacting process activities (for example, before starting
with the detailed design of a software system, requirements must be approved by a cus-
tomer, or before implementing a maintenance tasks, impact and risk analyses must be
performed).

In software engineering practice, there is a common misconception that establishing
repeatable processes supported by appropriate infrastructure will increase costs and time
consumption in software development and maintenance [12]. Practitioners are usually
occupied with writing code, do not like writing and maintaining documentation, and feel
that introduction and continuous improvement of processes will bring in work overhead.
However, the following quotation, taken from Guide to the Software Engineering Body of
Knowledge (SWEBOK), 2014 edition [12], deny that standpoint:

There is a cost associated with introducing or improving a software process; how-
ever, experience has shown that implementing systematic improvement of soft-
ware processes tends to result in lower cost through improved efficiency, avoid-
ance of rework, and more reliable and affordable software.

These observations lead to recognition of Software Engineering Process as significant
knowledge area in software engineering, included in Guide to the Software Engineering
Body of Knowledge (SWEBOK) [12]. The adapted breakdown of topics for the Software
Engineering Process, taken from [12] is presented in Fig. 1, where the third subarea relates
to software process improvement (SPI) and assessment, which is in the focus of this text.

The next issue regarding adoption of software process best practice relates to dis-
tinguishing small and very small from medium-sized and large software organizations.
Although effective management and improvement of software processes can positively

II
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Fig. 1. Breakdown of topics for the Software Engineering Process [12]

affect overall business performances of software organizations, majority of small soft-
ware organizations have not adopted the best practice based approaches to SPI [15, 14].
In contrast, larger organizations have mostly accepted process management practice re-
fined in mostly used guidelines such as Standard CMMI Assessment Method for Process
Improvement (SCAMPI) [54], Software Process Improvement and Capability dEtermina-
tion (SPICE) [29], or ISO 9001:2015 [61].

2. Software process improvement

Improvement of software processes was initially conducted in the context of improving
software engineering practice, even before introducing the phrase Software Process Im-
provement (SPI) [48]. SPI encompasses activities that enable improvement of software
processes, resulting with higher quality of software products and services. According to
Sommerville [56]:

Process improvement means understanding existing processes and changing these
processes to increase product quality and/or reduce costs and development time.

Despite a large number of studies reporting the benefits of process improvement, Ban-
nerman [8] argued that success of process improvement as a management strategy is
highly dependent upon the capability of organizations to capture material gains. In ad-
dition, software organizations must adjust their processes in order to be able to reach the
levels of quality required by the industrial sector and market demands, and to introduce
measurement based approaches to SPI to justify how their processes are aligned with
business goals and customer expectations [22]. SPI usually relies on process assessment
findings by implementing process changes that best fit organization’s goals and interests
[35]. Practically, any SPI initiative must deliver return on investments for an organization.

Continuous iterative SPI approach, presented in Fig. 2, is based on a well-known
Plan-Do-Check-Act (PDCA) approach borrowed from the field of production and busi-
ness processes improvement. The PDCA cycle is repeated until problems identified in the

III
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practice (processes) are solved. Based on conducted measurements, the differences be-
tween the previous and improved processes were identified, which enables judging about
implemented improvements. Designing a SPI study requires considering the following
specificity of software organizations [16]: (1) process improvement aims at improving
products and services, (2) evaluation of improvement results is necessary for directing
further activities, (3) improvement should be seen as a continuous learning cycle in an
organization, and (4) improvement results and experiences should be systematized for
future projects.

Act

Lessons
learned and
new actions

Iy

Plannin
Measure and g
SPI and
evaluate
process

results of SPI
assessment

'
i

Implementing
SPI proposals

Fig. 2. Plan-Do-Check-Act iterative approach to SPI

Software organizations vary widely, and each SPI initiative requires managers to be
sensitive to the context of change introduced through SPI implementation by considering
[37]: motivation for SPI, overall SPI strategy, stakeholders, current practice, and interac-
tions with customers. Several studies reported that standard based SPI approaches, such
as SCAMPI [54], SPICE [29] or ISO 9001:2015 [61], are inappropriate for the actual pro-
cesses or context in small software organizations, leading to development of lightweight
approaches, such as TAPISTRY [34], COMPETISOFT [47] or BG-SPI [6], that are suit-
able for them. In addition, ISO organization developed a standard ISO 29110 Software
engineering - Lifecycle profiles for Very Small Entities (VSEs) [30] which is version of
ISO 12207 Systems and software engineering - Software life cycle processes [28], tai-
lored for small organizations. Comparative analyses of SPI approaches in small software
organizations are presented in [41,2]. Accoring to Horvat et al.[27] small software orga-
nizations encompass: (1) small branch companies of a large software company, (2) small
independent companies, and (3) IT department within larger organizations.

3. Software process assessment

Software process assessment (SPA) enables characterization of selected software pro-
cesses in terms of their capabilities in a given organizational context. Fig. 3 presents a
typical context for using SPA, with two main uses: (1) process improvement, and (2) pro-
cess capability determination. SPA results provide insights into strengths, weaknesses and
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risks inherent in processes, leading to the determination whether the processes achieve
their goals, and finally to prioritization of process improvement proposals.

Software
P Process >
is
examined
identifies by identifies
changes to maturity of
suggests Process identifies
| Suge Assessment capabilities
improvements,
of
leads to leads to
B 4
Process may lead to Capability ‘
Improvement is foundation for determination

Fig. 3. Context for using software process assessment [29]

Process capability determination is concerned with identifying and analyzing the ca-
pabilities of selected processes. In the case of prescribed process assessment guidelines
such as ISO/IEC 15504 [29] or SCAMPI [54] processes capabilities are compared against
a target process capability profile. Identified process capabilities may serve as a basis for
proposing and selecting process improvements, or for identifying maturity of processes.
However, prescriptive or model based approaches to SPA (and SPI) are usually not aligned
with organization’s goals, which causes that the added values of process improvement
initiative are unclear or questionable [45]. In addition, due to the high costs of process
assessment activities in prescribed guidelines, these approaches are not adopted by small
organizations [41,45, 18]. On the other hand, when SPA starts from the real context within
an organization, without using prescribed assessment frameworks and guidelines, process
capabilities are not compared against any predefined profile, but rather reflect the real
identified capabilities. The first approach to SPA with using prescribed frameworks is
usually called top-down or deductive, while the second one is called bottom-up or induc-
tive since it starts from the bottom line of the practice in an organization, and proposed
improvements are grounded in the real practice and needs of an organization.

Top-down or deductive SPA approaches are mostly implemented in medium-sized and
large organizations that have resources to implement all activities prescribed in guidelines
such as ISO/IEC 15504 [29] or SCAMPI [54]. In these cases, process assessment checks
how processes’ capabilities fit within prescribed levels of process maturity, which may
lead to assessing maturity of the whole organization.

Bottom-up or inductive SPA approaches are mostly implemented in small organiza-
tions (up to 25 employees according to European Commission [19]). This segment of
software process practices cannot be neglected since small software companies dominate
in software industry all over the world. Due to the well known characteristics of small
software organizations [18], they often use special strategies and methods for assessing
and improving their practice. The main characteristics of small software companies that
lead selection of SPA approaches are: (1) Reduced number of employees that cannot de-
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vote their time to SPI activities, (2) Restricted funds that limit investments in SPI on long
term, (3) Specific culture and influence of human factors, and (4) Management style that
supports daily operations failing to do long-term planning (they often do not collect data
to track and measure their processes and organizational performances).

Regardless of the chosen approach, SPA activities form a cycle that encompasses the
following typical activities (see Fig. 4): (1) Identifying objectives - determining the out-
puts of assessment and processes to be assessed, (2) Planning assessment - choosing as-
sessment methodology and defining roles of involved people, (3) Performing assessment
- collecting and analyzing data, and providing feedback to organization, (4) Reviewing
results - summarizing data and documenting results of assessment, and (5) Follow up
- determining processes capabilities and improvement proposals, and initiating the next
assessment cycle if it is necessary.

Initiating process
assessment

Identifying
— )
objectives
v
Implementing Planning
proposed process <«—— Follow up assessment
improvements B
A
Reviewing Performing
L — -«
results assessment

Fig. 4. A cycle with typical software process assessment activities

The outputs of assessment are commonly feed into action plans for implementing pro-
cess improvements. In order to align proposed improvements with the organization ob-
jectives, these improvement proposals should be complete and relevant, which increases
the value of bottom-up or inductive approaches for assessing processes. In this course of
thinking, Gray et al. [23] proposed an incremental approach to process assessment and im-
provement based on variety of assessment techniques. Guidelines for designing software
process assessment and improvement approaches are presented in [63,33]. Zarour et al.
[62] presented a systematic literature review on designing and implementing lightweight
assessment methods based on top-down best practice, and concluded that success of as-
sessment contributes to success of SPI as a whole. The reasons for designing lightweight
methods based on top-down best practice (standards, guidelines) are the lack of skilled
SPI experts and problems in initiating bottom-up SPI initiatives [62]. Lightweight meth-
ods are easier to design and implement, but they can be both top-down and bottom-up by
its nature.

VI
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4. Inductive approaches to software process assessment

Inductive or bottom up approaches to software process assessment have recently gained
attention by the research community. These approaches are based on understanding orga-
nizational context and real needs of an organization, and can be easily adapted to organi-
zations that implement them. The main characteristics of inductive approaches are:

— They are tailored to the needs of an organization. All objectives are derived from the
real needs of an organization, and discovered through field work in the organization.

— They do not follow any prescribed framework/standard or best practice. Prescribed
guidelines and best practice propose what to assess and improve, which in most cases
does not match organizational needs, especially in small organizations.

— Design of an approach and a study are prepared by researchers and organization
staff. Since the staff knows what is going on in the practice and what are problems,
they provide the best information that are valuable in crafting an approach that best
suits organizational needs. Each organization has its specific needs, requiring a spe-
cific SPA approach.

— An organization chooses what to assess and improve. Selection of processes for as-
sessment and improvement is decision of management and staff, which are actively
involved in design and implementation of assessment activities.

— The focus is on critical issues in the practice. Assessment reveals several potential
improvement directions, but organization management chooses which of them to im-
plement based on what is the most important or critical. Engagement of staff in all
activities and decisions ensures achieving this goal.

— They facilitate organizational learning and knowledge sharing. Through joint work
of researchers and staff, relevant information are collected, enabling transformation of
tacit knowledge (most of knowledge in small organizations) into explicit knowledge
that becomes available to all staff. In this way organizational learning occurs at the
individual level, the level of teams and the whole organization.

— They are suitable for small organizations. In small organizations a research team is
usually composed of few skilled research experts supported by staff, which can be
focused on the context of everyday practice.

The main elements of inductive process assessment approaches are inductive reason-
ing, triangulation of data sources and methods for analyzing data, feedback to organiza-
tion, and support for organizational learning. These elements are discussed in the follow-
ing subsections.

4.1. Inductive reasoning

Inductive SPA approaches are based on inductive reasoning and thinking, which are char-
acterized as the generalization of specific observations and experiences, leading to more
general conclusions and results [42]. Fig. 5 presents a typical flow of inductive reasoning,
containing the following stages: (1) Observations - collecting facts and trying to mini-
mize bias, (2) Analysis - identification of patterns from collected and analyzed facts, (3)
Inference - generalization from patterns by identifying relations between the facts, and (4)
Theory development - testing and verification of inference and construction of generalized
theories.
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Fig. 5. A typical flow of inductive reasoning

Interpretative inductive inference includes identification of regular patterns through
detection of similarities and differences, leading to broader or more general results. In-
ductive reasoning is based on cognitive processes including analogies, classifications and
categorizations [32]. These inductive analysis techniques mostly use qualitative data col-
lected in the field, identify patterns through the process of qualitative coding of collected
data, and derive more general conclusions about observed problem through the process of
inference based on advanced coding techniques [52].

4.2. Triangulation

Inductive process assessment assumes collecting field data from the participants in the ob-
served context, i.e. from software experts that solve problems in everyday practice in their
organizations. Collected data may be quantitative and qualitative. This means that differ-
ent methods can be used for collecting data, and later for analyzing data, leading to trian-
gulation of data sources and methods for collecting and analyzing data [43]. Triangulation
has been recently accepted in empirical software engineering (the term is borrowed from
social science field) as a method for discovering knowledge and for increasing validity of
the research [39]. Fig. 6 presents the use of triangulation principle in inductive process as-
sessment approaches for identifying processes’ capabilities and improvement proposals,
and for systematizing knowledge about the practice surrounding examined processes.

Triangulation of data sources assumes using different sources of field data within an
organization, including both quantitative and qualitative data sources [36]. All data col-
lecting methods assumes active involvement of software engineers.

Quantitative data are usually extracted from available documents (e.g. Excel tables)
and from electronic repositories with historical data about business activities (e.g. Database
with records containing tasks, requests, reports). However, quantitative data are not well
suited for inductive analysis, and in these approaches they support or confirm findings
inductively developed from qualitative data.

Qualitative data are the main sources of data in inductive approaches. The main
techniques for collecting qualitative data in the field are [25]: individual in-depth semi-
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Fig. 6. Triangulation of data sources and methods for analyzing data in inductive SPA

structured interviews with the key experts in an organization, focus groups or brainstorm-
ing sessions with groups of experts, practice observation (field notes, audio and video
records), and documents. Qualitative data are usually in the form of unstructured texts,
which requires specific data analysis methods based on reading text, identifying patterns,
and coding and developing findings in the form of rich descriptions, conceptual frame-
works or theories [38]. Qualitative data methods for collecting and analyzing data are
suitable for investigating and improving human based practice in small software compa-
nies, assuming extensive field work and cooperation with practitioners [57].

Through qualitative data analysis, supported with quantitative methods, the outputs
(findings) of assessment process emerge. These outputs include (see Fig. 7):

— Prioritized improvement proposals - potential improvements ranked based on the rel-
evance and criticality for an organization (preferably expert based ranking).

— Descriptions of processes’ capabilities and features - documents with detailed de-
scriptions of processes (text documents, tables and graphs).

— Systematized knowledge about the investigated segment of practice - conceptual knowl-
edge frameworks (ontology, frameworks, taxonomies).

4.3. Feedback

Feedback has been recognized as one of the most valuable tools for continuous develop-
ment and improvement of organizational performances [50]. Feedback enables: providing
information to relevant people, facilitating organizational learning, avoidance of mistakes,
and improvement of practice. Since feedback is in the core of problem solving activities,
it influences decision making and searching for solutions in a given context [24]. Feed-
back is mostly used in research on humans, aimed at presenting information to individuals
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Fig.7. Outputs of inductive process assessment

regarding different aspects of performance, such as behavior or outcomes [5]. In addition,
feedback facilitates learning and performance improvement in organizations [26].

According to Aaen et al. [1], feedback is essential for effective management in soft-
ware process assessment and improvement initiatives because it helps in: obtaining visible
results in several important points during project implementation, keeping the effort in the
focus, and maintaining motivation, commitments, and legitimacy. In addition, feedback
is essential for understanding current state of the assessment process and results, as well
as for decision making in assessment process regarding selection of the next assessment
activities. Positive role of feedback in process assessment is discussed in several research
studies [17,40, 58, 62]. At the other hand, Baddoo and Hall [7] discovered that the lack of
feedback to developers is important de-motivating factor in process improvement projects.
Feedback to organization (actually to staff) that conducts process assessment can be pro-
vided in different forms, such as feedback forms [51], or variety of documents presented
during working or feedback meetings [16, 58].

4.4. Support for organizational learning

It has been recognized that software process assessment initiatives enable identification
and packaging of knowledge residing in organization for reuse in future projects [4, 16,
31,59]. Organizational learning assumes active participation of organization staff in all
assessment activities, which contributes to better implementation of identified improve-
ments and to learning from the experience. Ivarsson [31] stated that continuous and or-
ganized learning, which includes regular assessment of practice, helps software organiza-
tions to avoid the use of outdated practices based only on staff experience.

All assessment approaches support learning within organizations, but inductive ap-
proaches, assuming active involvement of staff, enable deeper insight into the practice, re-
sulting with learning based on comprehensively explicated experience. Information about
processes, residing in people minds, must be collected, refined and stored during process
assessment and improvement activities, which reflects learning and knowledge manage-
ment activities. Organizational learning activities enable availability of identified knowl-
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edge to all staff in organizations. In addition to improvement of business performance,
organizational learning can also lead towards improvement of used process assessment
methods [3].

5. Examples of studies

Inductive assessment studies are characterized by bottom-up approach in which assess-
ment assumes understanding and characterizing current state of the practice. Early work
in inductive process assessment relates to Quality improvement paradigm (QIP) intro-
duced by Basili and Caldiera [9]. QIP is based on identifying improvements from ex-
perience. The QIP assessment process is supported by goal oriented measurement and
organizational infrastructure (experience factory). On the basis of QIP, Briand et al. [13]
developed an inductive method for software process assessment and improvement, named
AINSI (An INductive Software process Improvement method). The method integrates
several complementary techniques such as qualitative data analysis, Goal Question Met-
ric paradigm [10] and quantitative evaluation.

Pettersson et al. [46] presented a lightweight method for assessment and improvement
planning (iFLAP), and an industrial case study. iFLAP assessment is based on organiza-
tion’s experience and knowledge, assuming active participation of staff, while triangu-
lation of multiple data sources was used for validating findings. iFLAP is lightweight
inductive approach suitable for small software organizations.

The author’s experience relates to a lightweight inductive approach for assessing soft-
ware processes based o frequent feedback [60]. The approach was designed and imple-
mented in a very small software company for assessing software maintenance processes
(Lightweight method for Maintenance Process Assessment based on Frequent Feedback
- LM PAF?). The key element of the approach are feedback sessions (working meet-
ings organized in the company) used for providing feedback to the company staff, for
discussing current results and for directing future activities. The approach also supports
organizational learning [59].

6. Challenges

Due to the complexity of software engineering practice (processes) that includes tech-
nological, social and organizational issues, more comprehensive assessment should be
implemented by multidisciplinary assessment teams composed of experts with different
professional background (engineers, sociologists, economists, psychologists, anthropolo-
gists) [46,21]. In addition to different expertise, these teams will be able to use and adapt
methods regularly used in their native disciplines [55].

The next challenge relates to assessing processes implemented by geographically dis-
tributed teams, which will lead to development of new methods and techniques that will
facilitate work of distributed teams of assessors. Development of contemporary network-
ing and Internet technologies and use of virtual and collaborative qualitative research
methods (e.g. instant messaging interviews, on-line focus groups and forums, Skype,
Twitter chat - text messaging, mobile and cloud qualitative research applications) will
assist in coping with these challenges [49,44].
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7.

Conclusions

Process assessment and improvement initiatives have been recognized and accepted by
industrial and academic communities as efficient ways for improving overall business
performances of software organizations. These initiatives require organizational resources
and scientific methods for achieving optimal results, assuming and supporting tight coop-
eration between practitioners from industry and researchers from academia in designing
and implementing these initiatives. Further, due to the fact that majority of software or-
ganizations are small and with well known constraints, and that contemporary market
is volatile and unpredictable, these initiatives should be lightweight, adaptable and they
should start from the real state of the practice and identified needs.
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Abstract. With development of technology and techniques for data collection,
modern business organizations are able to store large amounts of new information
about customers and employees within it. In order to respond to the needs
identified in the field of data warehousing and data analysis within human
enterprise resource planning (ERP), business organizations increasingly opt for
new ways to store the data. One of them is use of non-relational databases
(NoSQL). This paper presents an information system (IS), developed for the
needs of human resource management (HRM). For data warehousing IS use
benefits of NoSQL MongoDB and was developed to be accessible via the Internet
At this point, the authors aim to point out the potential solution in data
warehousing and ERP system development. This solution can be used as the
initial point for the systems further evolving, which tend to support futures that
Industry 4.0 offers.

Keywords: NoSQL, HRM, IS development, data analysis.

1. Introduction

The emergence of Web 2.0 and its influence on the development of modern web
applications, have brought about a major shift in the way of running the business
organizations [1]. Nowadays, the Internet as we know it and the data exchanged on it,
significantly differ from their original purpose. The amount of data and their volume
exchanged over the Internet are nowadays measured in zettabytes per year, with the
increase of 2 zettabytes yearly, until 2019 [2].

According to the research conducted in 2009, only a small number of worldwide
business organizations used the Big Data while running their projects, and the total
amount of material resources invested in the projects did not exceed 100 million dollars
[3]. Today, a lot of companies invest heavily in development of Big Data. This fact has
been pointed out by David White, the CEO of Import.io:

“Traditionally, Enterprise has heavily invested in Big Data teams and infrastructure,
but what we are seeing now is democratization of Big Data — the tools/services to
collect and analyse data at scale are now within the price range of mainstream business.
It’s the start of something very exciting”.

A very important conclusion can be derived from the enclosed information,
supporting the fact that the business organizations are ready to change and accept the
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new, so far unknown ways of storing, analysing and processing data in order to reach
the new findings related to their business. The development of new systems and
application of new technologies in the domain of data warehousing can lead to
significant benefits, from more efficient data management, faster and more precise
analysis, to delivering the potentially critically important data in real time.

It is the ERP systems that have been researched and improved over years, using
numerous new technologies, like innovations in the field of communication
technologies, service-oriented architecture [4], etc. However, regardless of all the
innovation mentioned and improvements applied, they still can be made better.
Therefore, one could say that ERP systems can be improved today through the
implementation of new data warehousing technologies, like non-relational databases
(NoSQL).

NoSQL databases represent a database group which is not based on the relational
model. The data model, used for warehousing by NoSQL database, is not fixed, but a
frequent possibility of NoSQL database, which is not used by the relational database
model. In the majority of cases, in fact, NoSQL databases do use SQL, so NoSQL does
not mean that SQL is absolutely not used. Therefore, we can see from the literature that
NoSQL also means ,,Not only SQL“[6].

By using all the mentioned technologies, ERP systems can be significantly
improved, so as to be made accessible in real time to various groups of people within
the organization, like management, economists, analysts, marketing professionals and
such. In this way, the time needed for making decisions, as well as the number of
communication and decision-making errors have been greatly reduced. Real-time data
processing and displaying the ones that the management was unaware of, enhances the
managing of an organization and its resources.

The rest of the paper is organized as follows: Section Il. Review of the papers in the
field, Section IlI. Detailed review of the suggested system functionality, Section IV.
Development, technologies and description of the system architecture, Section V.
Conclusions and future research.

2. Related work

ERP systems have a significant role in making business decisions. They improve
business and organization efficiency. It can be said that there are numerous papers and
applicable approaches in the field of ERP system developing. However, it should be
pointed out that there are a really small number of the ones including NoSQL databases
as the data warehousing mechanism in their development [5].

Recent research, conducted by some media companies and regarding the expansion
of NoSQL, point out the annual growth of 21%, in the period from 2013 to 2018 [7].
Hence, it can be said that exactly this type of growth promotes the technology as one of
the fastest growing.

The increasing application of NoSQL is reflected in the numerous benefits it brings
[8-12]. NoSQL databases can be easily scaled, enabling a flexible data model [10][11].
Thanks to their horizontal scalability, NoSQL databases do not have limits, on the
contrary to the vertical, which adds up new server clusters [12]. In this way, greater
capacity is obtained and there is no performance loss. Thanks to their flexible scheme,
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on the contrary to the relational databases, NoSQL databases do not require scheme
defining nor flexible dynamic schemes [13]. The asynchronous replication is used when
creating and storing the data copies, enabling faster creation of the documents stored in
NoSQL database, and thus faster work.

Anyway, flaws of NoSQL should be pointed out as well. As the author of the paper
[14] says, NoSQL enables BASE, on the opposite to SQL, enabling ACID. A more
recent research indicates possible solutions to this problem, suggesting that they should
be made on the middle tier in order to support the ACID features in NoSQL database
[15].

Thanks to their increasing popularity, a large number of NoSQL database types have
been developed in the recent years. They can be divided into several groups according
to the way of storing. Each of these groups has a large number of various producers
developing and maintaining their databases. They mainly differ mutually in a certain
segment within their group, and each of them has its advantages and disadvantages
[8][13].

The papers published in the several recent years show that the NoSQL databases
have been developed specifically for the needs of Big Data [8][11][16]. According to
the research in the field, it can be said with certainty that NoSQL will remain the field
leader [7].

In the paper [17], the author points out the need to invest into innovative
technologies, web services as well as the technology pervasion, since they will be of
vital significance if the producers of ERP systems want to survive in the future. For
this reason, it is necessary to accept new trends, which, as already mentioned, include
the implementation of NoSQL.

One of the important aspects of modern ERP systems is definitely the data transfer
between users and remote company divisions, in real time. The paper [18] points out the
possible solutions regarding improvement of applications to enable real-time
information delivery. It can be easily concluded that this is really significant since real-
time data exchange lead to more efficient decision making when problems occur in a
business organization’s work, and application of new technologies definitely leads to
more precise and clear answers.

3. Functionality

From the user’s viewpoint, the solution for managing human resources consists of a
web application, which can be accessed over the Internet.

This application is in fact an ERP system, designed so as to meet all the requirements
of human resource management, in order to remotely collect all the relevant information
on the employees’ work. It creates the records of the employees’ visits and activities
throughout the workday, their performance and effective work time. In this way, the
business organization can collect and analyse their employees’ work, and then establish
a more efficient way of their management. Based on the processed data, the
organization management can make more effective decisions regarding allocation of
human resources on active projects, and all with the aim to reduce costs and increase
work efficiency.
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Given that the application was developed for the web environment, using the
program languages PHP and JavaScript, and its Graphical User Interface (GUI) in
HTML5 format, it can be accessed from all the contemporary portable devices which
support the most popular browsers.

The major benefit of this ERP system for human resource management, is the fact
that it uses NoSQL MongoDB database for warehousing all the collected information.
In this way, a possibility to create applications bringing the new data warehousing
solution for business organizations is pointed out. As it has been presented in the paper,
NoSQL brings multiple benefits that can tackle the majority of new problems, regarding
storing the growing data.

P A ERP HRM - NoSQL :: Administratorski panel

Podesavanija vezana za projekte

vezana za poslovnu organizaciju

ctura kompanije

Podesavanja vezana za zaposlene

za upravljanje ljudskim resursima

Fig. 1. Main control panel. This figure shows the control panel is segmented into fore
mentioned modules, and each of them has the option of data entry, data display and data
removal from NoSQL database.

The application consists of three parts — control panel, user interface and front-end
application. In this way, data managing is separated and safety is increased. The
modules of the application’s control panel are as follows:

o Simple configuration

o Creating the user groups and their allocation to employees
¢ Creating a detailed employees’ activity log throughout the day
¢ Client management

o Employee management

¢ Creating, managing and monitoring of the project

e Company structure creating

¢ Workplace management

e Managing salary scales

o Travel management

o Salary management

¢ | oan management

o Creating reports
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Fig. 2. Consists of two parts, where (a) shows the data entry form, on the basis of which
the report will be created, and (b) shows the created report. As it can be seen in Figure
2a, it is possible to filter the reports by multiple parameters, including the date range.
Figure 2b presents the use of complex aggregate queries on NoSQL databases, to obtain
the result set.
As of the user interface, its first role is the automated collection of employees’

activities during a session. The modules of the interface are as follows:

o Collecting the data on employees’ project activities

¢ Displaying the information on employees’ project activities

o Displaying the information on the previous period activities

o Displaying the information on travel and finances

o Payroll accounting for the current month, on the basis of the realized activities
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Fig. 3. Salary reports for employee. As it can be seen in Figure 3, apart from collecting
information about the employees and their activities, the application for human resource
management offers their overview as well, when creating the salary reports. In this way,
the employees can have the insight in all their activities, and thus the ways to improve
their work.
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4. Development

The following techniques have been used for the developing of ERP system for
human resource management, presented in Section I1l1: NoSQL MongoDB [18], PHP
program language, JavaScript, HTML5 and Linux Ubuntu Server 14.04 x64 for
initiation of Apache2 web server.

MongoDB server was used for storing the data. It uses the object-structured objects,
stored into collections as a data model [18]. As of queries, they are posed through
manipulating the objects in the collections. A lot of people opt for using the MongoDB,
as can be seen in the conducted research [19]. Easy use, flexible scheme and great
scalability are just some of the benefits offered by this NoSQL database. Nowadays, a
large number of leading organizations, like CERN, Craigslist, Foursquare etc. use
MongoDB in their environment.

The document structure in MongoDB collection corresponds to JavaScript Object
Notation (JSON) object. However, when storing the documents into the collection,
MongoDB server performs the serialization of the object into the binary encoded
system [18]. According to the research, BSON is a more efficient way to store data than
XML and JSON format, due to the fact that it consumes fewer server resources, as well
as the shorter time for processing. [20].

MongoDB-PHP Driver was used to connect MongoDB server and application. It
enables API through which the connection with MongoDB server is established. At this
point, it should be underlined that, in order for the driver to function properly, PHP 5.1
or up should be used. The driver is open-source and can be downloaded freely.

Regarding the document relation management, MongoDB as a non-relational model
has no foreign key and JOIN operations. The connecting is done in the embedded
documents or by creating a reference from one document to another [18].

Moreover, one of the great benefits of MongoDB lays in the fact that it can be used
alongside with the RDBMS systems. It can be easily concluded from this fact, that it is
a good solution for implementation with the already existing systems.

Additionally, MongoDB has the built-in system for managing big files, named
GridFS. By using it, MongoDB stores the binary files into the database, but the fact that
BSON object cannot be greater than 16MB should be pointed out.

5. Conclusions and future work

This paper presented the ways in which NoSQL DB can be successfully used to store
data in running of ERP system. There are numerous benefits of using the NoSQL DB,
from scalability, flexible scheme, work speed, smaller maintenance costs etc., which
make these databases a new and competitive solution for developing modern web 2.0
applications.

Although a really small number of companies have been using Big Data in their
projects only a couple of years ago, the things are rapidly changing nowadays and
Fortune 500 companies are increasingly using them in some of their projects. In the
same manner, the world-renown laboratories use NoSQL when conducting their
experiments, to store the obtained results.
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On the other hand, this technology also has some flaws. NoSQL does not provide
ACID properties in their transactions, as it is the case with relational database
management system. NoSQL provides BASE transaction properties, as presented in this
paper. However, as mentioned, the research shows that these flaws can be overcome.

The increasing popularity of NoSQL DB in active projects of today has made this
data warehousing technology simpler for use. Therefore, it is now much easier for
software developers to master and implement in their new projects. The operations for
data processing are simplified and their use is very simple in the majority of modern
program languages. Moreover, it can be concluded that the data can be analysed and
displayed to the users in real time using contemporary techniques and technologies in
programming, which is a great advantage when the management needs to make critical
decisions.

Likewise, this paper has presented warehousing of big files using GridFS. Today,
when web 2.0 applications almost do not contain text data, managing big files is
crucially important. GridFS represents MongoDB’s solution for storing binary files into
a database. As it could be seen in this paper, the solution offers a number of benefits
when working with big files, from storing files in a distributed architecture, safety,
possibility of storing metadata, etc.

As it can be concluded from the facts mentioned in this paper, NoSQL databases are
definitely a good option in data storing in business organizations nowadays. The
multiple benefits they offer are the reason why companies increasingly implement these
databases in their work environment. Furthermore, the emergence of new technologies
like Internet of Things (IoT), which use sensor networks to collect numerous data from
their environment, make SQL an ideal solution for data storing.

Storing and analysing of these data offers a new way of collecting and reviewing
new information to business organizations, which can lead to new vision in their
operation.
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Abstract. Software maintenance is the most costly part of software life cycle,
deserving more attention of research community. Systematic consideration of
software maintenance problems and challenges becomes even more important in
small software companies that face several difficulties due to their constraints
related to staff, resources and funding. This paper outlines a method for
identifying and systematizing knowledge about practice in small organizations.
The method is implemented in a micro software company for identifying
characteristics of software maintenance processes. Thematic analysis enables
identification and systematization of knowledge in a framework that is grounded
in the empirical data collected in the company. This knowledge about the
maintenance processes is available to the company staff for usage in everyday
activities. The method can be easily tailored to other small organizations.

Keywords: process, characteristics, software maintenance, qualitative methods,
inductive thematic analysis.

1. Introduction and background

There are many processes involved in software life cycle. Processes in software
engineering practice encompass both technical and managerial activities within the
software life cycle. Implementation of software life cycle processes requires appropriate
infrastructure with available resources such as staff, tools and funding, as well as
assigned responsibilities in the processes. Software processes are creative, feedback
driven, adaptable and should be observed within the real context [12]. Since software
organizations are based on knowledgeable workers, it is common practice to implement
process assessment and improvementactivities together with organizationallearning
activities [18], resulting with increased awareness of importance of knowledge assets
for overall business performances of organizations [13].

Software maintenance is a set of activities aimed at providing cost-effective support
to software [6]. Although it has been recognized as the most costly part of software life
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cycle it does not attract enough attention comparing to development [19,26].
Maintenance activities enable: controlling software’s day-to-day functions, controlling
software modifications, perfecting existing functions, dealing with security threats, and
preventing problems and performance degradation. Since software maintenance is an
ongoing process aimed at keeping software useful, the imperative in software
maintenance is to reach managed process that will reduce errors through the software
life cycle [3]. However, April et al. [2] reported that many software organizations do
not have defined processes for their software maintenance activities.

Qualitative research methods have been recently adopted in software engineering
for exploring and illuminating everyday practice [11]. Qualitative methods enable
deeper understanding of practice and processes from the perspective of involved people,
with particular emphasis on social issues in the practice. Qualitative methods have been
used in software maintenance for exploring: how developers manage relevant
information while solving maintenance tasks [15], documentation usage [17],
development agile methodology [20], or effects of inter-smell relations on
maintainability [33].

It is well-known that software industry consists of mostly small organizations that
rarely adopt best practice proposals, but rather develop their own methods for managing
maintenance activities [4,20]. In addition, due to the complexity of software
maintenance tasks, many of development techniques, tools, models and processes
cannot be directly applied in maintenance [21]. Anquetil et al. [1] stated that the
fundamental problem in software maintenance is the lack of various types of
knowledge, which is usually only in heads of software engineers. In this course of
research, several ontologies, typologies and frameworks were proposed for
systematizing knowledge on software maintenance processes [14,10,23,1,32]. All these
models and frameworks have been developed in order to direct empirical research in
software maintenance, or are suitable for larger organizations that have resources for
implementing them in the practice. Therefore, systematization of knowledgethat will
facilitate knowledgereuse, especially in small software organizations, can help
maintainers to more efficiently cope with difficulties in everyday maintenance activities.
These observations suggest that further research in the area of software maintenance
processes is necessary.

This paper presents a method suitable for identifying characteristics of software
maintenance processes in small software organizations, as well as a cases study in a
micro software company, resulting with developed thematic framework with
systematized characteristics of software maintenance processes. The paper is structured
as follows. The next section presents a case study with the description of the research
context, methods and findings. The third section contains the discussion of the
trustworthiness of the study and the benefits for the company.The last section contains
concludingremarks and further research directions.
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2. Case study

2.1. Context

A case study was implemented in a local software company focused on local clients
in Serbia. According to European commission [8], the company can be classified as a
micro enterprise since it has seven employees. The company develops and maintains
over 30 business software applications for over 100 clients. Based on the trend analysis
of clients’ requests, over 84 percent of the tasks are focused on maintenance activities
[28], which strongly emphasizes the importance of software maintenance for the overall
business performance of the company. Based on that, the company management
recognized the importance of assessing and improving software maintenance processes.
In this course of thinking, the company implemented software maintenance process
improvement project, as well as identification and systematization of knowledge related
to software maintenance activities [31].

By having in mind the well known constraints of small software companies [22,16],
the method for identifying and systematizing knowledge was developed as a bottom-up.
This means that the identification of knowledge starts with the investigation of the real
state of the practice in the company, without attempting to fit the research process and
findings to any prescribed strategy, directive, standard or guideline. This method relies
on the company staff, who have the best insight into everyday practice. Their
knowledge and experience are of the crucial significance for the identification and
systematization of the most relevant knowledge. In addition, the method requires full
commitment of the company’s management. This approach ensures availability of all
necessary resources in the company during the research process.

2.2. Methods

Characteristics of software maintenance processes are identified by using a Lightweight
Inductive Method for Knowledge Identification and Systematization (LIM4KIS) [30].
The method enables knowledge identification and systematization without disturbing
everyday practice in an organization.Inductivethematic analysis proposedby Braun and
Clarke [7] serves as a method for the data analysis and development of the thematic
knowledge framework. Fig. 1 presents iterative process of creating knowledge
framework about software maintenance practice in the company.

The most comprehensive understanding of the practice assumes combining a variety
of different data sources, and using both qualitative and quantitative methods [9]. The
main sources of knowledge for identifying characteristics of software maintenance
process are interviews with the employees, observations of the everyday practice, the
documents available in the company, and data extracted from the internal repository of
maintenance requests (MRs). Based on the variety of data sources, different methods for
data analysis were used, such as trend analysis [28], regression analysis [29] and fuzzy
screening [27] for quantitative data, and thematic analysis for qualitative data. All these

11
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data were prepared for feedback sessions, which were organized as working meetings in
the company. The feedback sessions are essential for the successful implementation of
the method. The sessions were chaired by the leading researcher, while other
participants were invited based on the current state of the research (e.g. an interviewee
whose transcribed interview was prepared for the discussion). The transcripts from the
feedback sessions were analyzed by using inductive thematic analysis [7].
Methodological memos were used for elaboratingall decisions, while theoretical memos
were used for developing theoretical constructs (themes, sub-themes and relationships
in the framework) during the whole research process [5].

Collecting data

Observations Documents
Additional data

Interviews Repository needed
A4 Y
Analyzing Analyzing
Thematic knowledge framework - ualitative uantitative = —
! WieCH o & 9 Additional data
data data i
analysis needed
Human factors v v
e e thematic area Preparing material for
I B Inductive feedback session
policy and organization - thematic

thematic area analysis

Y
Feedback session

Pr
7 £
requests thematic area Analyzing a transcript and
——— - documents created during
feedback session

Fig.1. Iterative process of creating a thematic knowledge framework for software
maintenance practice in the company

2.3. Findings

Maintenance activities are organized in order to solve clients’ requests related to
sustaining software products usable. These requests are called maintenance requests
(MRs). Two themes in this thematic area relate to the process and the features of MRs:
Requestfeatures and Processing maintenance requests. Fig. 2 shows thematic area with
identified themes and sub-themes of MR processing in the company. This thematic area
is a segment of thematic knowledge framework describing the maintenance practice in
the company [31]. According to the typology of qualitative findings proposed by
Sandelowski and Barroso [24], the findings can be classified as conceptual/thematic
description, since they were shaped as a set of developed themes and sub-themes
integrated into a thematic framework.
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Fig.2. Software maintenance request processing

Processing maintenance requests. Few types of software maintenance processes can be
distinguished in the company. All maintenance processes, regardless of the type, are
recorded in the repository with the same attributes. Typical maintenance processes
relate to the modification of software products, including enhancements of software
with new functionality or solving reported problems, and providing support to the
clients through organized training and technical support. The following sub-themes
related to processing of MRs were identified:

— Stages in process. Each process is adjusted to the current MR and a client that
submitted it, starting from receiving a request, analyzing a request, and
implementing necessary tasks. The stages in the process are: receiving a request,
checking urgency, checking client’s status, assigning a programmer to the request,
implementing necessary work, and finishing documentation.

— Decisions. Decisions are regularly made by programmers in all stages and in
transitions between stages, while in some cases decisions are expected also by the
clients.

— Classification of requests. Requests are classified based on the urgency, and after
that based on the internal classification of the clients’ organizations.

— Managing unsolved requests. Unsolved requests are requests postponed due to the
high occupancy of the programmers or inappropriate request specification provided
by a client. These requests are either scheduled for solving in the near future or
rejected.

— Communication between stakeholders. Communication between the programmers
and the clients is essential for efficient processing of MRs and occurs during all
stages in the process. It includes variety of techniques such as email, phone calls,
meetings, etc.

— Software tools. Several software tools are used for supporting technical and
organizational aspects of MR processing. The most important software tool for
processing MRs is internal web based application for managing requests and
associated tasks.

Request features. Efficient processing of MRs is based on a conceptual model that
includes all relevant attributes related to clients, programmers, tasks and invoices. The
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conceptual model is based on several years of experience in solving the clients requests.
The following sub-themes related to the features of MRs were identified:

— Request attributes are divided in two sets. The first set of attributes defines a MR,
which includes its description, the reason for the request, the priority (high, medium
and low), and a client that submitted the request. The second set of attributes relates
to processing of a MR, with the attributes related to the critical times in processing
a MR, the evidence of the performed work, and the information about the assigned
programmer.

— Types of requests are distinguished for classifying requests. The classification
includes modification requests that includes requests for enhancements and
problem reports, and requests for technical support including requests for
administration of software systems, requests for training and requests for technical
assistance to the clients.

3. Discussions

3.1. Benefits for the company

Active engagement of the company management and the staff in the whole research
process resulted with several benefits for them. The first benefit relates to identification
and systematization of knowledge on software maintenance processes, which has
become available to the staff. The next benefit relates to the increased self importance
and motivation of the staff involved in the research. And finally, deep and overall
knowledge about processes enables identification of potential improvements.

3.2. Trustworthiness

The wvalidity and rigor of qualitative research is based on ensuring that
trustworthiness criteria, such as credibility, neutrality and transferability [25]. In this
study, the credibility, or internal validity, was increased through careful application of
inductive thematic analysis method supported by rich description of the research
process and findings, triangulation of data sources, and active participation of the
company staff in data analysis. The research findings are grounded in the data collected
in the company and validated by the employees, which ensures neutrality of the
researchers, whose work served only for creating the most faithful representation of
knowledge about the practice.

The main threat to the trustworthiness of this study is transferability of the research
findings. However, the aim of this study is not to provide the findings relevant for all
similar software organizations, but rather to provide guidelines how to organize a study
resulting with the identified characteristics of a selected segment of practice. In

14



Exploring software maintenance process characteristics

addition, the thick description of used research methods provides guidelines for
organizing the similar researches in other small organizations.

4. Conclusions

This paper presents a study aimed at identifying characteristics of software
maintenance processes in a micro software company. The study is based on inductive
method for identifying and systematizing knowledge about the selected segment of
practice, assuming active involvement of the company staff. The findings are presented
as a thematic knowledge framework, which is available to all staff in the company. The
main contribution of this paper is an inductive lightweight method for knowledge
identification and systematization, suitable for small organizations. In addition, the
presented segment of the framework can be used as a starting point for deeper
investigation of specific aspects of software maintenance.

Several possible directions for further work can be distinguished. The first direction
includes implementation of the presented method for identifying characteristics of other
segments of the practice, such as requirements engineering or testing, and integration of
independentlydevelopedframeworks into a general one. Implementationof the method in
other small organizationswill providethe evidence about its usefulness. The most
promising direction relates to developing mechanisms that will ensure evolution of
developed frameworks aimed at ensuring compliance with the changes in the practice.
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Abstract. One of the distance learning system’s functions is to train attendants for
easier learning and new knowledge acquisition in education. Such a system
introduction in education requires preparations regarding maintenance, system
termination prevention and possible accompanying costs. Present paper shall
elaborate the advantages of such a system within a local cloud solution compared
to the traditional approach in more detail.

Keywords: computer science, information systems, Cloud computing, Moodle,
teaching, maintenance .

1. Introduction

The proces of globalization brought about back door challenges to all institutions.
Traditional learning methods are proving inadequate in new environment. Global
economic crisis has largely contributed to reduction of IT related financial funds. The
above resulted with educational institutions being forced to undertake number of
changes. Herein further the study will explain how the way distance learning system
located on the local cloud solution compares to a traditional solution, and the way it’s
both technical and constructive solutions simplify system’s technical maintenance.

2. Materials and methods

Firstly, we need to explain the definition of cloud computing solution. The one that
stands out is Gartner's definition, claiming that: "Cloud computing is a style of
computing in which scalable and elastic 1T-enabled capabilities are delivered as a
service to external customers using Internet technologies".

The second, generally accepted definition of cloud computing solution is the one
provided by the US National Institute of Standards and Technology (NIST), stating that
“Cloud computing is a model for enabling convenient, on-demand network access to a
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shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction”. ?

In contrast to the traditional computing, involving the software being actually
purchased, cloud computing solution implies moving user’s data to the Internet. Cloud
computing solutions are being expected double-digit growth in the coming years, and
according to Gartner's predictions as many as 30% of enterprises by the 2015 would
change their IT resources usage purpose. Private users are presently utilizing the cloud
computing predominantly for file storage or Webmail services. In general, all
applications that are currently being utilized on PCs should continue as services via
cloud computing solutions.

In Serbia, at present, a wide range of services are being offered. The cooperation
based on VMware solutions is one of the most important. Telekom Srbija (thanks to
their regional market presence in Montenegro and Bosnia and Herzegovina as well) has
about nine million subscribers, and being mobile telephony services operator as well as
broadband Internet provider, represents an ideal partner. There is a business
requirement for both public and private cloud solutions offering flexible use of virtual
infrastructure, virtual servers renting, i.e. either server and user applications or entire
platform. Such services’ elements include company Cloud computing connectivity with
the system infrastructure location, access to the virtual desktop and/or server devices,
virtual elements creation and setup according to customer requirements, as well as
corresponding applications installation and configuration. Services are always
accompanied by the data security support systems as well as system’s crash recovery
mechanisms. 2

Data storage was one of the issues not previously associated with the solution. If the
service being utilized, provided by cloud computing solution vendor not located in the
country of our institution where it’s actually being used, and we opt to cancel the
services, what would then happen to our data and how sure can we be that they will not
end up being misused?

The present paper will try to provide explanation of an ideal solution for the above
problems, detailing the implementation of the local cloud computing solution
containing distance learning software.

In order to gain insight into feasibility of distance learning system introducing we
have conducted research utilizing the scientific investigation and survey techniques.
Survey in written was conducted on a sample totaling one hundred students aged
between 19 and 25. All of the surveyed had already accessed distance learning system.
Survey questions designated as essential for the distance learning introduction are:
whether the use of information technology is necessary in the distance learning process
and whether they regard Internet classroom as a useful tool for students.

Obtained survey results are more than sufficient for us to realize the need for such
system (Figure 1).

L NIST Tech Beat : “Final Version of NIST Cloud Computing Definition”, October 25, 2011,
Published
2 Alargi¢ P, Tanja K. “ INFOTEH-JAHORINA” Vol. 13, March 2014.
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Figurel. Distance learning system requirement

Number of surveyed individuals with positive stand regarding such a platform
requirement amounted to 87%, while 100% of respondents believe this system is one of
the most useful tools during the course of the study (Table 1).

The following factor affecting the feasibility of such a system introduction is renting
storage space cost and leasing Cloud computing solution to store the required software.

As an innovative and cost-effective solution, taking into account the herein above
pointed issues, indeed proved to be the one in the form of a combined free software
tools, regular PC and widely available Internet connection. Free Ubuntu Server
platform is the one we decided to implement as our basis platform? . In addition to free
platform we utilized their free cloud computing solution called Ubuntu OpenStack,
which we used to perform our server virtualization®.

3.  Implementation

The system of at least seven PCs, each of which have two hard drives, as well as
additional requirement that the two PCs each have two network interface cards (NIC),
are required in order to implement internal cloud computing server. Ubuntu Server
platform needs to be installed on PCs that have two network cards.

It is then necessary for all of the PCs to be connected to the internal private network
in order to utilize other PCs’ resources. OpenStack Ubuntu platform implementation is
the step that follows, used to configure or change our cloud computing solution
performance (Figure 2).

Table 1. Students’ requirement regarding e-learn classroom

The use of information technology is necessary

- . 87%
in the e-leaning process

3 www.ubuntu.com/server
4 www.ubuntru.com/Cloud/openstack
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Figure 2. Ubuntu OpenStack

With this our internal cloud computing solution is properly configured and ready for
use. It is now necessary to install and configure one of the distance learning solutions
on such configured and set platform. We also opted for a free of charge solution, based
on Open Source platform. OpenSource platform is a term used to describe “free of
charge” software provided to users, having no restrictions how to be utilized, modified
or shared. In general, source code is made fully available to user so that he/she is able to
fully customize it as per specific requirements®>. Moodle platform represents good
solution being applied worldwide, and also translated into numerous languages,
including Serbian®. Simple installation of Apache server’” and a MySQL database®
utilizing only the command line on our platform, as well as Moodle distance learning
platform installation — rendered the system ready for setup and operation (Figure 3).

o

[TON = o= v - E— D 2o N - = |

Figure 3. Moodle platform - configured system is ready for operation

5 http://tehnografija.net/operativni-sistemi/linux-operativni-sistemi/sta-je-zapravo-open-source/
6 www.modle.org

7 http://nttp.apache.org/

8 http://Awww.mysgl.com/
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The final step represents opening of our private Cloud computing PC network to the
Internet. This is accomplished by enabling free passage on our router (allowing access
to Internet) for the PC where Moodle distance learning platform has been installed.
Those router settings are found in the section entitled "Port Range Forwarding”, and it
is necessary to enter the PC’s with installed distance learning platform IP address and
port 80, and save such data in settings (Figure 4).

In order to explain why we opted for cloud computing platform model in a local
network (with number of PCs, as in our case, are connected in one system) and not
utilizing until now prevailing approach (available via the services provider lease), we
must have knowledge regarding cons/pros of such systems. In Table 2. we have
compared two systems, local cloud computing solution and services purchase.

The advantage of our cloud computing solution is based on its ability to:

. Control of the management system,

. Lock,

. Failure isolation,

. Risk adjustment,

. Data protection,

Failure isolation is an important feature to be singled out. Multiple leases and shared
resources are the Cloud Computing defining characteristics during the services
purchase. It Includes failure mechanisms for sharing storage, memory, routing, and
even good reputation among different occupants such is the so-called VM/hyper
jumping. One is to keep on mind the low current frequency of attacks on resources
isolation mechanisms, with experience requiring caution even at this stage.

Another characteristic that must not be omitted is insecure or incomplete data
deletion. At service purchasing point, when the request is made to delete cloud
resources, it may happen, as with many operating systems, that the data is not actually
deleted. Adequate or timely data deletion can also be disabled (or undesirable from a
user's perspective) or for the reason of unavailability of additional data copies or
because destruction disk contains other clients’ data. In case of multiple requests and
hardware resources re-use, this represents a greater user risk than a separate software.®

4.  Maintenance suitability

System’s maintenance suitability is the single most important as well as decisive
characteristic of cloud computing solution in the local network in conjunction with
distance learning platform.

% Ljiljana Paunovi¢, “Cloud computing kao vrsta web hosting servisa”. http://www.itresenja.com/
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Figure 4. Router settings

Table 2. Local cloud computing solution and services purchase comparative

review
CLOUD
SERVICE CLOUD service
local
purchase

Usage and response
) . X X
time reduction

Infragtr_uc_turg X X
errors minimization

Baglc costs X X
reduction
) Innovation pace X X
increase

Loss of control over X
management system

Locking

Failure isolation X

Harmonization risks X

Management X
interface compromise

Data protection X

Insecure or
incomplete data X
deletion

Malicious intrusions X

Delay

In an effort to define, we can single out that maintenance suitability represents
probability of projected maintenance procedure being carried out at the provided time,
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environmental conditions and at minimal cost.?® Thereby, the maintenance suitability is
related to:

. Technical system structure simplicity principle and benefits of combining
them,

. System’s build quality,

. Conditions for performing maintenance activities, and

. System’s integral support level.

The herein laid out system is not flawlessly designed, and as well as with any other
similar system, there are parts and particles prone to failure. Such positions can be
called “weak points”. There are many different ways to detect weak points:

. During system’s operation commencement, with initial failures, and

. During the working process.

The most important thing is to find, analyze how to troubleshoot and remove them.
Weak points may reveal themselves by the emergence of failure, so they should not be
sought out, even though weak points are often not recognized because the failure is
remedied and a weak point remains and is able to surprise again.

Based on failure information on our local network cloud computing system, we are
able to calculate the performance indicator on the basis of which we can get information
on whether system possesses weak points or not. Performance indicator (K) is
calculated utilizing the following formula:

:a-b[ failure ] 1)

c-d

part/asm

With :

a Count on this kind of previous failures,

b Mean time between two failures,

c Records keeping time or system’s integral parts that failures are being
considered, and

d Number same type of assemblies or system’s integral parts that failures are
being considered.

The system being observed shall first include cloud computing solution purchase and
calculate the performance indicator (K1), observing only the number of the same
assembly which was in failure.

K. = aq by | failure
1 ¢ - dy |part/asm

o)

With :

al=24

b1=14 (days)
¢1=365 (days)
di=1

10 prof. dr Zivoslav Adamovié, doc. Dr Carisa Besié : ,»Odrzavanje tehnickih sistema®, Zelnid,
Beograd, 2008.
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Resulting performance indicator is K1=0.92054.
Another system being observed is local network cloud computing solution (herein
above described) and we shall calculate its performance indicator (K2).

K, = as - b, | failure ]

©)

£ ds |part/asm

With :

al=3

b1=36 (days)

€1=365 (days)

di=1

Resulting performance indicator is K2=0.29589.

As can be seen, measurement results show the obtained failure coefficient for Cloud
computing solution in conjunction with the Moodle distance learning system is multiple
times lower when compared to the same system with the service provider.

Finding technical systems’ weak points, except for the failure monitoring process,
there is a proceeding by which to monitor stoppage and stoppage caused costs. Utilizing
this method of finding weak points by monitoring the cost or stoppage is done
periodically, and results then compared with the expected state.

5. Conclusion

The presented study describes and identifies the benefits of local based cloud
solutions in conjunction with distance learning system. The new era demands reliable
information and communication systems operation, either for business or private
purposes. Low reliability and availability lead to safety endangerment, customer
dissatisfaction and great losses both because it is not delivering services, and at the
same time running with higher maintenance costs. Reliability can be no longer
calculated on the basis of hardware reliability only, but must take into account the
software reliability as well. However, a human represents huge factor in system
reliability, especially in determining the reliability of task execution system with human
being part thereof, or is triggered in the event of failure of some of the system’s
functions. During the last twenty years, due to a lack of classical statistical approach in
determining the reliability and suitability of the ever growing requirement for
calculating the failure coefficient, based on the measurement and determination of the
weakest links in the observed system. Rapid development of new and modern
technologies indicates that the challenges being put before the reliability experts are still
immense, especially when it comes to systems with increasingly present hardware and
software.
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Abstract. Today there is an increasing need for implementation of area security
systems, especially in sense of monitoring areas of interest. Many of the solutions
related to wireless security cameras that are available on the market are mainly
limited with their predefined functionalities. Furthermore, these sets of
functionalities largely affect price levels. Thanks to an increasing development
and availability of open-source hardware and DIY (Do It Youself) electronics
applicable in the field of Internet of Things (1oT), as well as new methods in data
storage, such as NoSQL, new opportunities for creation of custom systems for
video monitoring and storing video data are opened. Through this work it is
presented the solution for wireless security cameras, based on the 10T enabled
open-source hardware and MongoDB database as the storage system. Also, in
order to achieve replication of created content, possibilities of storing this content
on the cloud storage system are explored. Established solution can be used on a
daily basis, both in the private and business environments. Also, in this paper are
presented technologies used f