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Abstract - In this paper we present AntNet-r, a new 
algorithm for routing in mobile ad hoc networks. Due to the 
ever changing topology and limited bandwidth it is very 
hard to establish and maintain good routes in such 
networks. Especially reliability and efficiency are important 
concerns. AntNet-r is based on ideas from Ant Colony 
Optimization. AntNet-r is even closer to real ants’s behavior 
that inspired the development of the ACO  met heuristic 
than ACO algorithms for N-P hard problems , Here we have 
also focus on the network routing problem and survey 
swarm intelligent approaches or its solution ,  and during 
the course of the communication session, ants proactively 
test existing paths and explore new ones. In simulation tests 
we show that AntNet-r can outperform AODV, one of the 
most important current state-of-the-art algorithms, both in 
terms of end-to-end delay and packet delivery ratio. 

I. INTRODUCTION 
In this work we describe AnNe-r, a  routing algorithm 

for mobile ad hoc networks (MANETs) [3]. AntNet’s 
design, which combines both proactive and reactive 
components, is based on the shortest path behavior 
observed in ant colonies and on the related optimization 
framework of Ant Colony Optimization (ACO) [1]. It has 
been experimentally observed that ants in a colony can 
converge on moving over the shortest among different 
paths connecting their nest to a source of food [2, 1].   The 
main catalyst of this colony-level shortest path behavior is 
the use of a volatile chemical substance called pheromone: 
ants moving between the nest and a food source deposit 
pheromone, and preferentially move in the direction of 
areas of higher pheromone intensity. Shorter paths can be 
completed quicker and more frequently by the ants, and 
will therefore be marked with higher  pheromone 
intensity. These paths will therefore attract more ants, 
which will in turn increase the pheromone level, until 
there is convergence of the majority of the ants onto the 
shortest path. Local intensity of the pheromone field, 
which is the overall result of the repeated and concurrent 
path sampling experiences of the ants, encodes a spatially 
distributed measure of goodness associated with each 
possible move. This form of distributed control based on 
indirect communication among agents which locally 
modify the environment and react to these modifications 
is called stigmergy [4]. 

Here AntNet-r, the routing algorithm discussed, is 
extention of Ant Colony Optimization (ACO) In this 
paper we focus on the network routing problem .  The aim 
of intelligent network routing is to detect dynamic traffic 

and topology events, thus identifying network bottlenecks, 
addressing them in an adaptive, intelligent manner. 

II. ANTNET-R : INTRODUCTION 
 

In the AntNet-r algorithm, routing is determined 
through complex interactions of network exploration 
agents, called ants. These agents are divided into two 
classes, the forward ants and the backward ants.  Ants in 
each set possess the same structure, but they are 
differently situated in the environment, that is , they can 
sense different inputs and they can produce different , 
independent outputs.  Ants communication in an indirect 
way, according to the stigmergy paradigm[[4], through the 
information they concurrently read and write on the 
network nodes they visit.  

In AntNet-r, artificial ants move on the construction 
graph  Gc = ( C , L) with the constraint of never using  the 
set of links that do not belong to the network graph. Like 
all ACO algorithms, AntNet-r exploits pheromone trails. 
These are maintained in an artificial pheromone matrix Ti 
associated with each node i of the data network. AntNet 
maintains at each node i a sample parametric statistical 
model Mi  of the traffic situation over the network as see 
by node i. Here T and M , illustrated in fig 1 can be seen 
as memories local to nodes capturing different aspects of 
the network dynamics. The mode M  maintains absolute  
distance/time estimates   to all the nodes, while the 
pheromone matrix gives relative goodness measures for 
each link-destination pair under the current routing policy 
implemented over all the network . Here it is summarized 
as: 

1. Each network node launches forward ants to all 
destinations at regular time intervals. 

2. The ants find a path to the destination randomly 
based on the current routing tables. 

3. The forward ants creates a stack, pushing in trip 
times for every node as that node is reached 

4. When the destination is reached, the backward 
ants inherit the stack 

5. The backward ants pop the stack entries and 
follow the path in reverse 

6. The routing tables of each visited node are 
updated based on trip times  



 
 

Figure 1.  Data structure used by ants in AntNet for the case of a node I 
with Ni = | Ni | neighbors and a network with n nodes. 

III. ANTNET : DATA STRUCTURE 
In AntNet-r artificial ants move on the construction 

graph Gc = ( C , L )  

Here the AntNet-r algorithm, whose high-level 
description in pseudo-code  is explained.  

 

procedure AntNet-r(t, tend, ∆t) 

 input  t  % current time  

               input tend  % time length of the simulation 

input  ∆t    %time interval between ants  
generation 

foreach  Є C do 

 M        InitLocalTrafficModel 

 T         InitNodeRoutingTable 

 While t ≤ tend do 

     In_parallel 

         If (t mod ∆t) = 0 then 

Destination     SelectDestination  
(traffic_distribution_at_source) 

 LaunchForwardAnt(source, destinat 

                    End-if 

         
foreach(ActiveForwardAnt[Source,current,destination] )  

do 

    while(current # destination) do 

next_hop       SelectLink (current,             

destination,link_queues,T) 

 PutAntOnLinkQueue(current, next_hop) 

      WaitOnDataLinkQueue(current, next_hop) 

              CrossLink(current, next_hop) 

 Memorize(next_hop, elapsed_time) 

 current       next_hop 

      end-while 

      LaunchBackwardAnt(destination, source,  

                                           memory_date) 

     End-foreach 

 

foreach (ActiveBackwardAnt[source, current, 
destination] ) 

do 

     while(current # destination) do 

         next_hop    PopMemory 

         WaitOnHighPriorityLinkQueue(current,  

                             next_hop) 

         CrossLink(current, next_hop) 

          from       current 

          current       next_hop 

         UpdateLocalTrafficModel(M, current_from,  

                     source_memory_data) 

        r      GetNewPheromone(M, current_from,  

                       source_memory_data) 

        UpdateLocalRoutingTable(T, current, source, r) 

  end-while 

end-foreach 

end-in_parallel 

end-while 

end-foreach 

end-procedure 

 
Informally, the AntNet-r algorithm and its main 

characteristics can be summarized as follows: 

1) At regular intervals and concurrently with data 
traffics, from each network node artificial ants are 
asynchronous launched towards destination nodes 
selected according to the traffic distribution. 

2)  Artificial ants act concurrently and 
independently, and communicate in an indirect 
way through the pheromones they read and write 
locally on the nodes. 

3) Each artificial ant searches for minimum cost path 
joining its source and destination node. 

4) Each artificial ant moves step by step towards its 
destination node. At each intermediate a greedy 
stochastic policy is applied to choose the next 
node to move to. The policy makes use of (1) 
node-local artificial pheromones, (2) node-local 
problem-dependent heuristic information, and (3) 
the ant’s memory.  



5) While moving, the artificial ants collect 
information about the time length, the congestion 
status, and node identifiers of followed path. 

6) Once they have arrived at the destination, the 
artificial ants go back to their source node by 
moving along the same path as before but 
opposite direction. 

7) During this backward travel, node local models of 
the network status and the pheromones stored. On 
each visited node are modified by the artificial 
ants as a function of the path they followed and of 
its goodness. 

8) Once they have returned to their source Node, the 
artificial ants are deleted from system. 

IV. CONLUSION 
We have described AntNet-r, an ACO algorithm for 

routing in MANETs. It is an algorithm, combining 
reactive route setup with proactive route probing and 
exploration. The algorithm seems to benefit a lot from 
situations in which there are some regularities and 
correlations which can be learned and exploited for data 
transport and path discovery. The algorithm also shows 
good scalability. In future work we will improve the 
exploratory working of proactive ants. By extending the 
concept of pheromone diffusion, more information about 
possible path improvements will be available in the nodes, 
and this information can guide proactive ants. This should 
lead to better results with less overhead. We also want to 
make the generation and forwarding of proactive ants 
adaptive to the  Network situation. 
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